Data Center Maturity Model
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1 |Critical Power Path
Efficiency - Building
Entrance to IT load
Architecture

Level 0
Minimal/No Progress

© 2011 Tha Green G A1 nights revarves.

+Wid to low efficiency <00% based on your typical utilzation

- 90% efficiency based on your typical utilization

- 92% efficiency based on your typical utilzation

= 94% efficiency based on your typical utilization

- 95% efficiency based on your typical utiization

- 96% efficiency based on your typical utilization

* Low power i and i UPS use
« Greater redundancy than required
- Mumerous isolation transformers

+ Eco Mode UPS if appiicable to business type
+ Fewer and higher efficiency transformers (NEMA TF1 or
equivalent)

+ Verify the product's efficiency curve is highest for the load

+ Consolidate transformers {use fewer series isolation
consider

- Select power (and backup) technologies based on TCO,

Materials & Sustainabity

* Eco Mode UPS that works for all business types

* Scalable power infrastructure

+ Use products with fiat, high efficiency at all loads

- Review and capture waste heat (for example, to augment

* Mowve to higher IT load voltage, either AC or DC

* PUE Level 1 measured, plan and actions in place for

range used vs. highest overal generator block heaters)
1 |Operations + Maintained inefficiently/funbalanced * Monitor equipment and performance in real time * Provision power quality based on the type . of large power equipment outside of the » Power ii adapts while maintainir
|+ Document and participate in the recycling plans for batteries |+ Align rack power sizing with typical uses conditioned space to reduce cooling load (e.g. Switchgear, required availability and redundancy r
and other consumabiles Transformer, UPS)
+ Use monitoring software data and other tools to implement
real time: changes (phase balancing, load changes, ete)
1 « Alternative method of bad«.p power for the data center based| Use of onsite or affsite (require proof of "addiionaiity’) low [+ Use of onsite or offsite (require proaf of “additionaity”) low
on TCO, carbon power generation - 15% carbon power generation - 35%
= Use of onsite or oﬂsnle :requne proof of “additionality™) low = Implementation of new, cumently undiscovered or undefined
carbon power generation - 5% energy storage techniques
Cooling
2 |PUE - Cooling Contaibition - Annual average of 1 - Annual average of 0.5 - Annual average of 0.35 - Annual average of 0.2 - Annual average of 0.1 - Annual average of 0.05
2 :('Eg:':(""’"" « ot measured + One as low as 50% + Ome aslow as 75% + 100% for both
2 icaliR . cooling + Variabie speed fans, motors, pumps, compressors elc. - No cooling (e.g. for |+ No mechanicalirefrigerant cocling (e.g. for  |*Mo cooling (e.g. for  |*No “cookng (81D, for
(Cooling reduction + Oplimize current infrastructure to take advantage of W%Mamﬂll‘nﬂs 4,380 hours | 75% of annual hours - 8,570 hours mdamm 7,884 hours 1EIJ‘%Malnnlhmn STGUhml.
\economization available based on local climate data (e.g. local
BIN weather data & The Green Grid Economization Maps)
2 |Enviranmental - et paint - T ¥ - Hurnidity parameters widened to ASHRAE guideline * Increase temperature of coolant in step with the computer - Increase Ienpem\n and Mldly ranges in merwo achieve | Increase lemneulure and rulm ranges in oruu to achieve
range at inlet cond itions to - Increase temperature to higher limits of ASHRAE guideline  [room mmmmmwmo{m Level 4 on the o cooling Level 5 on the cooling
1T equipment taking into account server fan power energy change cooling (e.g. achieved
Irlcruasa temperature a\d humidity ranges to the higher end
of supplier lions taking into account server
fan power energy changes
3 - Temp y [+ Move temperature control point AWAY from CRAC retumn, = Use rack level (average) reported temperature data to | Use IT (server, storage, netwark) reported temperature data
and contiol begin controling at CRAC supply manitor and control the room cooling systems to monitor and control the room cooling systems
3 [Dperations * Overcooled areas = Align CRAC (Computer Room Air ConditioningWCRAH * Proactive air management studies (possibly including CFD |+ Matching cooling to heat emitted and need of servers - |+ Dynamic changas to improve environment based on
= Miding of hot and cold air (Computer Room Air Handling) output modelling) to identify and execute on further eptimization through automated controls continuous monitoring
- Leaking floor = Match cooling to heat emitted and need of servers - pericdic |activities = Full containment of supply of return air J
- Minimal maintenance and monitering manual review - HotiCold aisle physical segregationicontainment
= Minimal control over air = Tile optimization = Separate Data Center temperature and airfwater flow
* Line up equipment to have air movement from front to back  |controls
|+ Hot/Cold aisle configuration * Variable controd of airflow (e.g. at the CRAC) - automated
* Remowve gaps/holes in the floors and racks to reduce leakage
between hoticold aisles
|+ Blanking panels to fill the gaps in the cabinets
+ Proactively remove redundant cabling
* Intentional air flow segregation
 Variable control of airflow (e.g. at the CRAC, floor tile) -
imanual
Other - Facility
3 |Operational Resllience - Unclear mapping of resiience « Clear mapping and understanding of resilient MSE - to ma; il across the data |- Centralized view of resiience across all MEE and IT " |+ Automated updates on resiience based on changes made in
components centers and IT component - MSE, Data Cabling, Network, IT including v of all and the data center (e.g. if a component was to fail, components
elc. i i being maintained elc.) including full understanding of all impacts
upsiream and downstream
3 |Resilience vs. Need * Business requirements ‘unknown' - data center not |+ Business ‘kmown’ - data center resilience not |+ Matching data center resiience to SLA between Operations * Matching resilience to actual business nead '« Matching resilience to the individual platform senvice
matehed matched and Business Units
3 [Lighting - Inefficient ghting - 24 x 7 + Oplimize Lighting « Inteligertt high efficiency lighting including sensor technology |+ Reduce dependency on edectrical lighting systems by 15% | Daylighting andior lightpipesiiubes used to augment and + Maximize natural light, where lighting technologies are
|+ Move to lighter color cabinets to minimize lighting requirement |+ Reduce dependency on electrical lighting systems by using  |e.g. Natural ighting, Daylighting, Lightpipes, etc. reduce dependency on electrical lighting systems by 40% installed use components with a lower energy consumption,
natural lighting greater quality of light, longer ifespan and from recyclable
|components
3 |Building/Shell '+ Data center buil in with local * Data center building/shell in accordance with local |+ Data center building/shell in accordance with local + Data center building/shell in accordance with local * Data center building/shell to exceed Platinum ratings by 15%
sustainability standard (e.g. LEED in the US, BREEAM inthe | sustainability standard (e.g. LEED in the US, BREEAM inthe  |sustainability standard (e.g. LEED in the US, BREEAM inthe |sustainability standard (e.g. LEED in the US, BREEAM inthe  [in terms of reduce, reuse, recycling, landlenvirenmental impact,
UK or similar) - Brorze standard UK or similar) - Silver standard UK or similar) - Gold standard UK or similar) - Platinum standard and consumption of natural resources in the design and build
&5
4 [MEE Waste - M&E waste strategy not in place * Reuse policy for across the - M&E wamvtmnnlaa to ml with all equipment aigned * Supplier and supply chain evaluated for waste management [+ Supplier and supply chain waste & emdronmental compliance
to and environmental protection practices | programs included as part of procurementiscurcing decision
[0Cess
4 |Procurement * Energy & aspects not as part of * Procure assets that comply with reducing o only required - rightsize equipment to + Components in the data center to be operable at higher « TCO includes power of the [ C in the data center to be operable at higher
procurement substances and are recyclable need temperatures in alignment with Other IT Level 3 - “AILIT at the expectediactual uliization levels temperatures in alignment with Other IT Level 5 - “AILIT
- R ien in waste by minimizing from supplier equlpment for the data center available to be operated - Smart technology components - energized on demand em.lpment for the data center available to be operated
- Procure energy efficient equipment that ocumml;\l with Energy y and at air inlets temp between y and at air inlets between
Star or similar standards and metrics 15°CIS9°F and 32°C/E9.6°F and 20% - 80% Relative Humidity, 5°CIM1°F ﬂM 40°CI104°F {and under exceptional conditions
* Purchasing decision based on TCO modeling non-condensing respectively up to +45°C/113°F) and 10% - 80% Relative Humidity, non-
\condensing respectively
« Cradle to cradle ifecycle view on all MAE equipment - locking
at embedded carbon, ease of recycling of the product, ete.
'+ Carbon intensity of dfferent MSE options considered
_Management y
4 i * Monitoring or Manual monitoring not in place g itoring of key in the data center |+ Ci and system inclusive of all |+ C system inclusive of all |+ “Holistic® monitoring capability across the data center - from |+ "Holistic™ monitoring capability across the data center - from
mechanical, electrical and facility systems. mechanical, dedn:al. facility and key IT systems. source of power to chip performance source of power to business benefit of data center
4 |PUE - PUE not measured - PUE Level 2 measured, plan and actions in place for + PUE Level 3 (including Source Energy implications) - PUE Lewvel 3 measured, plan anﬂ adlons in place for g PUE Level 3 measured, plan and actions in place for

P , plan and actions in place for imp Manual g of data to identify p porting of data to identify
energy saving opportunities G savil unities
4 |Waste heat reuse (as * Mo reuse of heat, ERF =0 = Plan for reuse of heat * Reuse of heat, ERF not measured « ERF=0.1 * ERF =025 +ERF=05
measured by ERF/ERE)
4 |CUE = CUE not measured |+ CUE measwed, plan and actions in place for improvements |+ CUE - Scope | and |l caleulated as part of carbon emissions |+ Scope Il emissions step 1 included as part of carbon « Scope lll emissions step 2 included as part of carbon d carbon as part of calculated carb:
emissions (business and employee travel) emissions (outsourced corporate support senvices, upstream - (emissions
supply chain and downsiream - customers use of
|prouctiservice)
5 [WUE * VWUE not measured |+ WUE measured, plan and actions in place for improvements  |» WUEsource measwred, plan and actions in place for * WUEsource to include water quality d water as part of usage
i nts
' [xUEfadditional metrics + ¥LIE not measwed '+ Basic ¥UE measured + Basic ®JE measured, plan and actions in place for = Advanced xUE measured, plan and actions in place for Advuncsd #UE measured, plan and actions in place for .id«a\nad)dJE maamd plan and actions in place for
Improvements improvements. Marual of data to identify P ing of data to identify
energy saving opporunities & savi unities
IT
Compute
5 |Utikzation - Utilization not measured = Tracking average monthly and peak ulikzation across the data - Average monthly CPU wilization is greater than 20% inthe |- Average monthly CPU utilization is greater than 35% Inthe |- Average monthly CPU ulilization |5 greater than 50% inthe |- Average monthly CPU utilization is greater than 60% across
center data center data center data center the data center
+ Clearly understand applications use of compute power + Manage spare compute capacity to maintain utikzation target
{e.g. seling spare capacity)
5 |Workioad Management * Policy or strategy for management of workdoads not in place 'CMDB ‘adoption assets and * CMDB (assets, applications & dependencies) - enabling an |+ Minimize compute workdoad + Ability to shift all of the worldoad in an automated manner + Ability to shift all of the workload in an automated manner
- Rationalization initiatives not in place - enabling of worldoad understanding of workload - 85%+ accuracy across the data |- Automated provisioning based on resource need across to another single data center and some workload across many ofher data centers to optimize demand taking into
- Unclear as to number & location of servers * Rationalization ol'appllcallons center [+ Abilty to shift some of the workload in an automated manner |across different data centers to optimize demand taking into  [account business priorities, external drivers, availability of
- Rationalize applications according to TCO and business need [within a data center to optimize demand taking into account account business priorities, external drivers, availability of rescurce and TCO - Follow the Moon™ strategy
= Rati iz workload (vi i i pricqties, of resource and TCO resource and TCO * FI‘“ applications - reviewing TCO of different architectures,
4 * Dynamic provisis g and of and design
5 |Cperations - Application Installed on servers not visible + Perlorm reviews to d - D servers based on compute characteristics |+ Oplimize server configuration based on resource usage « Clearly understand usage and demand for compute resource [+ Improve application use of processor, memary and major
unidilized servers (e.g. CPU utikzation, Memery 110) r (based on business need and historical data) [power consuming components
+ Understand performance per watt metric of compute
resources through the use of standard benchmarks
(SPECpower or others related to the workload used)
5 |Power * Power not enabled + Basic power and imate server -Ohtnlm\g power information directly from the server - * Understand power-perfofmance metric based on actual usage + Power management of all servers driven by external policies |+ Power Management that has no impact on performance or
« Lack of Power Monitoring power through power bt lization on each server (Power, Temperature, |+ Data Center and business level power management enabled |(outside of the data center e.g. demand response) where there (application
- Onbeard sensers (Power, Temperature, Wiization) not + Some servers have power o enabled || for all servers (e.g. power capping for protection at rack level) |is no business impact
utilized where there is no business impact + All servers have embedded power management enabled where there is no business impact
iwhere there is no business impact * Power management enabled on servers driven by external
+ Data Center and business level power management enabled |policies (outside of the data center e.g. demand response)
for some servers {e.g. power capping for protection at rack where there is/no business impact
level) where there is no business impact
6 |Server population - Policy for hardware refresh not in place g Poicyﬁornarmnn refresh based on ynrsm‘umoo - Policy set based on TCO model including typical operating [+ Technology refresh - analysis of TCO and ROl on a server |+ Technology refresh - analysis of TCO and RO1 on a server by [+ Technology refresh - real time analysis of TCO and ROlena
ion allowed for busi or reasons cost, capital cost, depreciation costs and vakse of new model Basis server basis across the data center server by server basis across the data center
technaology |+ Enargy proportionality - power consumplion scales directly '+ Energy proportionality - power consumption scales directly
with workload at typical usage patterns for major power with workdoad
consuming units + Smart components - energized on demand
Storage i
& [Workload D dand - Dedugh (backup data) + Deduplication (rest of data)
| & |Architecture * Data held on high avaiabchtM cost storage * Classifying dataftiering * Tiering according to business need * Auto-tiering
& [Operations - Redundancy not matched to business need * Storage decommissioning/repurpose - aligned to other - Storage consoldation y = Minimize data to business and applcation need - Operational media choice (solid state vs. tape vs. DVD vs. [+ Improve application use and creation of data
. jent capacity - requests & issioning initiatives (e.g. server, i + Assess estate against data policy db - user changes to reduce total data volume disk vs. MAID vs. Cloud, etc.) based on TCO model, energy |+ Operational media choice {solid state vs. tape vs. DVD vs.
+ Share resources between similar types of business units need usage, operational carbon footprint and business need disk vs. MAID vs. Cloud, etc.) based on TCO model, energy
* Power down hot spares usage, embedded carbon footprint and business need
« Demand Management - challenge business requests for
& |Technology - Inefficient storage hardware + Litikize low power drive technology. Use small form factor - Ltilize low power consuming teomoiow(c.g. solid state drive - Use variable speed mechanical components such as drives [+ Uselenablement of low power states for storage
drives t 4 and fans - many spin at a constant d
7 |Provisioning + Shared storage not utilized (dedicated systems) + Shared storage (hardware - SAN, iSCSI, etc.) without robust |+ Thin provisioning + Dynamic capacity provisioning + Ability to shift storage - abstract from hardware and inked to
capacity control application - "Follow the Moon” strategy
Network
T |Lttilization « Litilization not measured [+ L network i and port =+ Average monthly utilization (bandwidth usage divided by = Average monthly utilization (bandwidth usage divided by + Average monthly uiilization (bandwidth usage divided by + Average monthly utilization (bandwidth usage divided by
|+ Manwal port switching capability - e.g. tumn off unused poris | bandwidth capacity) is greater than 40% in the data center bandwidth capacity) is greater than 85% in the data center bardwidth capacity) is greater than 75% in the data center bandwidth capacity) is greater than $0% in the data center
- V-LAN implementation - Virtualized Metwork Infrastructure - routing, forwarding, load * Manage spare netwaork capacity to maintain utiization target
balancers and firewalls (8.9. seling spare capacity)
7 |Workload *+ Data volume not measured * Identify data volumes * ldentify data flows |+ Minimize data movement * Prioritize data volumes and flows 'Mﬂytu adapt network configuraticn/IP details - abstract
« Optimize data volumes to reduce bandwidth requirements - » Compute optimizes data flows (calls) to mmze and Enked to i “Follow the Moon™
e.g. data compression technologies ion and energy sirategy
4 - Improve application use of network resource bandwidth
7 |Operations + Dedicated netwark links + Consolidate and simpify multiple netwarks A ion and identify + Centralized simplified network built at resilience needed by
+ Disparate complex networks hardware that has no or minimal inputioutput as strong business
candidates for decommissioning
7 |Technalogy - Inefficient components o port switchi pabiiity - turning off d ports |+ Energy of major power g - Energy of al * Energy - based on i
* Al network infrastructure and ports enabled and powered (Processor, Fans, PSU) |+ Smart components - energized on demand
8 [Base *F not |+ Understand bits per watt for network equipment '+ Measure actual bits per watt for all future designs and
p majority of actual dey nts
& |Provisioning + Capacity Management not in place * Inefficient capacity management (peak, average, total * Tracking and managing to utilization targets * Provision capacity on usage not reserved capacity * Dynamic provisioning of bandwidth based on actual usage |+ Automated provisioning
capacity) - overprovisioned bandwidih ;mdersland ; and amg_g utilization)
Other IT v
& |Cveral + Systems designed for optimal cooling with front to rear air - Manual alignment of MAE infrastructure to IT demand « IT systems to communicate with data center MGE - IT systems and data center M&E infrastructure to + Automated relational changes to infrastructure based on
flow to provide hot and gold aisle separation « IT and Facilities collaboration on unified energy efficiency  [infrastructure in term of required need in order to optimize data |communicate (bi directionally) to operate using minimal energy |application demand
L y Is center energy and cooling effic at an overall level
8 |Utilization « Litilization unknown g Gat‘hurmg infopmation on server, storage, network, MEE + Automated information on server, storage, network, M&E + Gathering information on server, storage, network, MEE |+ Automated information on server, storage, network, MEE
i fD(kuyduLEnurtars e.g. using TGG ilization for key data centers - e.g. using TGS Indicators and ili for all data centers - e.g. using TGG Indi ilization for all data centers - e.g. using TGG Indicators and
proactively reviewing data to identify opportunities for proactively reviewing data to identify opportunities for
s {improvement limprovement
& |IT sizing - IT resource sized based on requested resource - JTnsmt sized based on validated requests - IT resource sized based on actual usage « IT resource optimized to ensure minimal resource consumed

]

Internal Power Supply
Efficiency

* 30% of IT PSUs - certified by Climate Savers Computing
Initiative {CSCI) - Bronze or above

|+ 45% of IT PSUs - certified by Climate Savers Computing

Initiative (CSCI) - Bronze or above

+ 80% of IT PSUs - certified by Climate Savers Computing
Initiative {CSCI) - Bronze or above

+ 100% of PSUs cerified by Climate Savers Computing
Initiative (CSCI) - 50% above Gold standard

+ 100% of PSUs certified by Cimate Savers Computing
Initiative {CSCI) - 85% above Gold standard
« IT power supplies implement an eco or rapid wake up mode

+ 100% of PSUs certified by Climate Savers Computing
Initiative (CSCI) - greater than 80% at Platinum

- Service catalogue strategy based on effectiveness and TCO
per business need:

1. Internal service / External service

2. Infrastruciure as a service, Platform as a service, Software

as a service, Cloud senvices

chargeback and or cost
AWAreness,

9 |Service C: g As | =€ senvice gue notin place - Ceniralized senvice catalogue
9 |Incentivizing change for - Incentive for efficient behaviour not in place « Incentive for efficient behaviour at an organizational level
efficient behaviour (e.g.

- Service catalogue sirategy based on effectiveness, TCO,
energy efficiency, and sustainability per business need

- Incentive for efficient behaviour at a senvice level

= Incentive for efficient behaviour based on usage

- Incentive for efficient behaviour based on usage and energy
consumed

+ Incentive for efficient behaviour based on usage at a user
level

* E-Waste Slra:lew not in place

local standard

in waste by mini from supplier

between
15°CI59°F and 32°C/80.6°F and 20% - 80% Redative Humidity,

+ Purchase only equipment required - rightsize equi to
need

8 ([E-Waste * Reuse policy for assets across the organization + E-A Waslpvuminrln place to daal\\iﬂl all data cu!e( |+ E-Waste strategy in place to promote reselling, lul:yr:ing &nplter and supply chain watlabud for waste management |+ Supplier and supply chain waste & emvironmental compliance
aligned to h ¥ ing and disposal of IT assets based on cost, legis! becti programs included as part of procurement/sourcing decision
ethical and sustainable implications across all data centers process
9 |Procurement - Energy & aspects not aspartof |+ Procure assets that comply with reducing hazardous * Procure energy efficient equipment that comply with Energy |+ Al IT equipment for the data center available to be operated |- Purchasing decision based on TCO modeling including power |+ Cradle to cradle ifecycle view on all IT equipment - locking at
procurement substances and recycling such as RoHS/WEEE or equivalent Slal or similar standards and metrics ied at air inlets temp of the devices at the carban, ease of recycling of the product (e.g.

levels
+ Smart technology components - energized on demand

RoHSMWEEE), etc.

|« Carbon intensity of different IT options

| All IT equipment for the data center available to be operated
nd warrant air i S

Investment (Financial, Time & Resource)



