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Caroline Arms:  

I’m Caroline Arms from OSI, and welcome to one of our occasional NDIIPP [National Digital Information Infrastructure and Preservation Program] briefings to keep the Library [of Congress] apprised of the interesting projects that NDIIPP has in its portfolio.  I'm one of the program officers, and Myron Gutmann, who is the director of the Inter-university Consortium for Political and Social Research [ICPSR] is the principal investigator in one of the projects for which I'm the Library of Congress contact.  This project that Myron is going to tell us about, the Data Preservation Alliance for the Social Sciences, is one of eight projects that have now been going for about two years, charged with taking a holistic view of the preservation challenge, addressing the challenges of building partnerships in order to preserve content, the technical challenges associated with a particular category of content and actually preserving some at-risk content; learnt by doing.  And so Myron is going to tell us about his project, and what they have learned by doing.

Myron Gutmann:  

Thanks very much.  Thanks everybody for being here.  No project of this scale can get by without lots of support and supporters, and so I thought it worthwhile to start, as I often start my academic presentations, by reminding everybody about what it takes; what the family of sponsors is that gets these kinds of projects going.  And in our case it's really quite broad.  This is a multi-institution partnership, and then it's received funding from God knows how many institutions, but I'll at least tell you about the ones that I know about.

In addition to the Library of Congress’s NDIIPP project, our program has had generous support from two of the institutes in the National Institutes of Health -- the National Institute of Child Health and Human Development, which supports our demography activities, and the National Institute on Aging, which supports our activities supporting data on aging.  But also four other institutions are worth noticing: Harvard, the University of Connecticut, University of North Carolina at Chapel Hill, and ICPSR, which is the organization that I direct at the University of Michigan, which is itself a consortium of 550 universities worldwide, and which has, in part, both because of the nature of the NDIIPP cost share requirement and because we're so committed to preservation and access to social science data -- all these institutions have really come to the fore in supporting this activity.

So that's the story.  And the story is one in that preservation is really important.  Social science data has the remarkable stature of being the oldest digital media in the world.  In the 1890 Census of the United States, for the first time the company that later became IBM provided equipment for tabulating information.  Now, we don't have those tabulations in the original digital form, but it's the start of collecting information and managing information using what we later think of as digital technology for the management of information about our society and about our political life.  

This tradition expanded really radically in the 1930s with the invention of what we now think of as the marketing poll and the political act, the political poll, by the creation of an intellectual tradition that was able to expand upon small samples of scientific data to be able to draw conclusions about society at large.  And so from the 1930s to the present, data have been collected in what we now think of as digital form, and made available for scientific analysis.  

Now, that's a wonderful thing, but the fact of the matter is that not all of those data have been preserved.  And one of the stories that we like to tell is that in the wake of the events of Sept. 11, 2001, colleagues at the National Opinion Research Center [NORC] at the University of Chicago said, “Wait a minute now.  We took a survey about national tragedies right after the Kennedy assassination in 1963.  We ought to go back and ask some of those same questions now in 2001, and see how perceptions have changed.”  

What a great idea.”  And they went down to their files in the basement, in a wonderful room in the basement of the Harris School in Hyde Park, and there they find the questionnaire.  Terrific.  Step one.  Then they said, “Well, don't we have a data tape -- still a date tape in those days -- “don't we have a data tape that has the responses to the survey?”  That would be step two.  Well, they did have a data tape, but unfortunately not all of the original questions had made it on to the archived data tape in Hyde Park.  

Then they said, “Hmm, where are the rest of the data?”  Well, they had a catalog of the old punched card collection, and they said, “Well, I bet they're there.  Maybe they're there.  We hope they're there.”  And they went looking for them in the warehouse.  I'm a Chicago boy.  The warehouse is on the Near West Side in the old Aldon Catalog Company Building; Aldon is one of those companies that the Web, among others, has long ago driven out of business.  And they went looking for the punched cards.  Well, that wasn't such a good story, because three of the boxes of the punched cards were where they thought they would be, but the fourth one wasn't.  Where was it?  Well, the fourth box they found.  It was in bulk storage, which are these big -- I have been to the warehouse; I can describe it to you.  

The bulk storage is stuff they just put on pallets wrapped in cellophane, and put up high.   And they went through all the pallets of the bulk storage, and they found box four.  And Tom Smith, the researcher at Chicago, then drove his station wagon, because he didn't want to ship the cards, to a place in D.C. where they knew there was a card reader, and read the cards, and they were able to do it.  Now, this is preservation success and preservation failure, and that's the story I'm going to tell you about today.  On the one hand, golly, they found them.  On the other hand, well, what if they hadn't?  Here is very important information, and it was pretty close to being lost.  NORC had another warehouse with data in suburban New York, and when they closed the New York office they went to ship the warehouse contents to Chicago.  And it was empty.  And somebody had, sometime in the history of the organization, said, “We just better shred all this old paper.”  And it was gone; we don't know what was there now, and we don't know where it’s gone.  So there are these successes and these failures.

The fact is that while we have a fair amount of social science data preserved in the archive that I run, and in others, quite a lot of social science data that's important is probably lost.  And the purpose of this project, then, was to build a partnership that would systemically try to rescue, in the terms of the NDIIPP mandate, the at-risk content of social science or of other things; to rescue the at-risk content, and to devise a system going forward that would make it possible on a very active basis to preserve these important investments in understanding American and world society.  

And so we came up with the four stages and phases that the NDIIPP program required:  Identifying data, building a set of partnership standards -- and in our case a common catalog which I'll show you a little snippet of -- once we've identified them, acquiring the data and preserving it, and then making sure that we have a strategy that would, in the long term, retain it; transfer it between partners if necessary, and preserve it for the long term.  It is fundamentally a syndicated and distributed system that makes, as its crucial assumption, the idea that no one organization can retain and preserve everything over the long term.  And that's been an essential part of what we wanted to do.  What's part of the partnership?  We want common standards for appraisal, for content selection, for acquisition and for handling fragile materials.  It is the case that as I'll show you, a lot of the materials that we're interested in are preserved in various ways -- on punched cards in a few cases, on magnetic tape in many, on hard disks and even more we've discovered -- but those are, in many cases, fragile materials.  

And one of the things we spend a lot of time talking about is, well, what do we do if somebody gives us a box of punched cards?  Can we – we own a card reader. We bought, actually, a refurbished one; you can't buy a new one anymore.  But there are a lot of refurbished ones on the market.  We bought a refurbished one recently, but do I trust my colleagues to actually run the cards through the reader, because what if one of them gets damaged?  What are our rules for how much of a backup you have to make?  We want to have a shared catalog that bridges institutional boundaries.  We want to have a unified database of acquisition opportunities.  We want to make sure that if any of our institutions is at risk of not surviving, we have a procedure for transferring content back and forth, and we want to have at least a small number of common technology approaches.  And we have accomplished all of those goals, and I'll tell you a little bit about some of them along the way today.

The challenge, of course, then, is to expand the partnership; to include smaller and more vulnerable archives.  The major partners, which I'll name for you in a minute, are pretty big places, although even we are by no means always secure.  But there are any number of smaller places that have interesting collections that we want to bring into the partnership, in order to preserve what they're doing.  So who are the partners?  There are five of them.  I run the largest of the partners, in many ways, from a data point of view; ICPSR, based at the University of Michigan since the 1960s.  It's the largest social science data archive in the world; at least I claim it's the largest social science data archive in the world.  And nobody argues with me except for the National Archives of the U.S. They're a partner, that's okay.  It's a membership-based organization, a very sustainable model for long term preservation, and we have very diverse holdings across a broad range; broadly focused in social science data -- generally sociology, political science, criminology, aging and health -- but many, many other fields as well.

Our second partnership is the Roper Center for Public Opinion and Research at the University of Connecticut.  The Roper Center has been in existence since the ’40s.  It's largely an archive of public opinion poll data, started with the Roper collection, but now including many others.  It has national opinion polls, a lot of content about foreign countries, and a wonderfully nuanced question-by-question archive of questions asked in polls since the 1930s.  So if you want to know when and where someone asked a question about the content, about the performance of presidents and compare them over time, the Roper Center's iPoll database is where you want to go.

Two units within Harvard University are part of our organization.  The Murray Research Archive is largely a holder of qualitative data, case histories, open ended interviews -- very different from the quantitative data that places like IPCSR and Roper contain -- lots of longitudinal studies, studies on women and studies with diverse samples; so a small collection, but a quite unusual one, and one that's worth having among us.  The Harvard-MIT Data Center provides our technology support.  They're a leader in digital library and statistical methodology research, and they offer a statistical and archiving software package called the Virtual Data Center which allows you to create a mini archive fairly easily, and operate it well.

The last two partners are the Universities of North Carolina and the National Archives and Records Administration [NARA].  The Odum Institute at the University of North Carolina is the oldest archive of social science data; the research center there, founded in the 1920s.  It specializes in polling data, especially on the South and on U.S. states.  The National Archives and Records Administration, of course, is the U.S. national archives.  It has a great deal of specialized government produced data and is a leader, from our point of view, in providing advice on effective archival practice.  Over the last year we have been looking for a number of additional partners, and we intend to bring them into the Data-PASS partnership over the course of the next year.  These are archives that have university-level data for the University of California, Berkeley, culture data at Princeton University, religion data at Penn State, earth science and sociology and society data at Columbia, census data at Minnesota.  

These are small but quite diverse collections; some of them overlap what the major partners have, and some of them don't.  They need support for technology, and they need support for preservation and sustainability.  And we're very glad to begin to bring them in over the next year; it's a very important process for us to do.  This is a sample page of our common catalog; it's available from any of the network hosts.  I put it on the screen only to say that it works, it's very attractive.  This particular thing shows the Tonya Harding survey, which was, I think, only chosen because it was in two of the different archives, and my colleague who did it could bring it up.  But it's an important first task for the partners in the archives to have a common catalog that has shared, harvestable metadata that anyone in our group can bring to the fore, and that allows you to locate social science data very quickly and easily.

Our goal was to acquire as much social science data content that was at-risk as is possible.  We were very interested in the classics of social science; interested in data that was supported by NIH and NSF, interested in data produced by federal agencies -- and I'll talk about USIA survey data in a minute -- interested in data about the political process, when we could locate that; state, national and local elections, state polling-level data, interested in a group of data producers that we call private research organizations, which are generally contractors that collect data, like the National Opinion Research Center, on behalf of other universities and on behalf of government agencies.  And we were very interested in vulnerable data in some specialty archives, and this is a very serious issue.  I flashed on the screen a minute ago an archive located at Princeton called the Culture Policy and Arts National Data Archive, CPANDA, created about 2001 with funds from the Pew Foundation.  

Well, this was a great and innovative project, and the Pew Foundation withdrew the funds after two years.  What do you do about a situation like that?  Well, because ICPSR played an important role in creating CPANDA, we are the backup -- they've just lost their last employee last month.  We will eventually, I believe, take over that collection.  But it's important to remember that small organizations even lodged within rich universities can be vulnerable.  And preserving digital content requires a network of resources, not simply an individual organization.  

Here I won't go further in talking about polling data, which I've talked about very much.  And I realize I haven't been watching the time very carefully, but I will say that we have been working very hard to build two sets of contacts in the world of polling data.  The Odum Institute, our colleagues at North Carolina have been working with the national network of state polls to identify a larger universe of state polling data.  

They have acquired 97 polls as of -- I think I got these data from them in December.  They have also reenergized their relationship with the Harris organization, which is a national polling organization, and gotten additional data from them.  The lesson we've learned in dealing with the polling organizations is that it requires constant attention, even in the case of these polling organizations, to ensure that their collections get from the polling place -- the pollster, I guess -- to the archive, to make them available.  And this is an important lesson, because very much our project now is being to think about how do we do this effectively and inexpensively, moving forward?  And that's really the challenge that we have from this; we have to maintain contact with these organizations.  We have to do it in a way that doesn't cost them very much and doesn't cost us very much, and yet preserves materials for the future.

One of the important collections that we wanted to bring forward in building the partnership was a long series of international polling about questions of democracy, conducted by the U.S. Information Agency.  And what was interesting about this when we looked at it in 2003, when we started thinking about this project, was that USIA data were partially located in the collection of the Roper Center, and partially created in the collection at NARA, but no one had a complete set.  And we thought it a very important way to build on our partnership, to bring forward the possibility of having all of those collections joined and made readily available through the Roper Center’s technology.

NARA is very good at preserving things; it's only now beginning to build a system for dissemination.  Roper is far more flexible, and it's part of a long tradition of partnership between NARA and archives like Roper and ICPSR that they work together to get their data out more effectively.  

And you can see by this rough and ready table that from the ’50s and ’60s, most of the data were at Roper.  In the ’70s and ’80s, most of the data were at NARA.  There are actually a few studies that didn't overlap them that we found at Berkeley, and the challenge of the project now is to process these to make sure that all the collections are complete, and that they're available simultaneously from Roper and from the National Archives.  And I think that will be done towards the end of 2007.  

Another big challenge we've had in building collections has been in talking with organizations like NORC, that we call private research organizations.  Here I have a bunch of logos on the screen in addition to NORC.  There is the Rand Corporation in Santa Monica, the Research Triangle Institute, RTI International in North Carolina, Westat, which is mostly in suburban Washington -- these are organizations that collect data very effectively on behalf of other organizations -- government agencies, corporations, university researchers and others.

Our question was, what happens to those data?  And we discovered that it was a really big challenge.  We have quite good personal relationships with management at those organizations, and so we went to see them.  And what do they tell us?  Well, they said “We would be glad to look in our archives to see if we have data for you, but the way our business model works you have to pay us to look in the catalog.”  Okay.  Well, we hadn't realized that we would have to pay people just to tell us what they had.  This has been a little bit of a financial issue for us, although we're resolving it.  But then they said, “Well, even when we look in the catalog and find out that we have something, then the question is, who owns the data?  Does RTI own the data, or does the federal government agency that paid for it own the data?”  Well, in that case we know who owns it; it's the federal government.  In the case of a university researcher, it's more complex.  

In the case of a corporation, it's not complex.  But who owns it?  Who has the right to share it with us?  And how do we make those communications?  So we're right in the middle of this; what sounded easy in 2003 and 2004 when we were writing the application, promising to get started, has turned out to be not so much harder as just way more involved.  And we have lots of meetings in which we say, “Well, gee, could you do this?” and then they say, “Well, yes, but only after we talk to the lawyers.”  And then we go from there.  So we have some very interesting problems.  And I think the dominant point is to remember here, as in many other things about digital preservation, a lot of people can say no; almost no one has the authority to say yes.  And so we're very much confronting the many no’s and few yeses.

The opposite side of the coin in some ways is academic scientific research.  And one of the projects that we've undertaken -- and this is where we've used funds from NIH agencies, as well as NDIIPP funds -- is we wanted to know what's happened to all the science data in the social sciences that NIH and NSF have funded over the years?  They've sponsored an enormous amount of research going back into the ’60s, and we wondered, what's happened to it?  So we're good social scientists ourselves; we created a database.  We call it the LEADS Database, and we are writing to hundreds of grantees every week that we've identified who have said, in their project abstract, “I will create social science data.”  Well, they never actually say that.  They say something that we translate into that, and about two-thirds of the time we get it right.  So they said they were going to do that, and we're writing to them.  And the challenge is that not very many of them have actually preserved their data in a public way.  

This is the universe; we've looked at roughly 300,000 project abstracts over the last year and a half.  And we've identified about 13,000 of them that look attractive, and our experience is that about two-thirds of those 13,000 will actually have been something useful, although we haven't queried all 13,000.  And remember, a lot of major projects have multiple awards, so there are not 13,000 data collections out there.  But we're working through it.  And we have been writing to them, and I know it's hard to boil down from 13,000 to 511, but 511 people have written back to us and said, “Well, here I am.”  And about three-quarters of them actually said, “Well, yes, you're right.  I did collect data.”  And of those three-quarters that have collected data, about six percent have put their data in a publicly preserved archive.  About two-thirds still have their data, and about one in five have lost it already.  

Well, going back, some of these are pretty old, so that's not so bad.  “Well, what happened to the data?”  “Well, we got them lost.  We put them in boxes and then into storage, and I think they went to a landfill,” somebody wrote.  They're wonderfully -- I mean, for those of us who love people and what people do and say, these responses are just wonderful.  “I kept suitcases of the recordings in my university, and I think I threw them out.”  “Oh, they were on those big tapes.  Who can read those tapes anymore?”  “Oh, we had this snafu with the technology; it's gone.”  “I think I just lost them.”  “Lost in transition, computer-to-computer.”

“So, why didn't you do it?”  “Well, nobody gave me any money to do it.”  “We applied to NSF for a grant,” somebody wrote, “and it got a good score” -- this is a consistent problem -- “it got a good score, but then the program officer said, ‘Well, there are a lot of awards we ought to make to people who are going to do new research.  Who wants to spend money on old research?’  So we didn't archive it yet; they weren't important.”  I love this one.  This is maybe the best of the whole thing:  “I regard this project as largely a failure.  This is scientific truth as it ought to be spoken.  It was a failure, and I don't think anybody else ought to look at these data.  This is not proving the null hypothesis; this is proving that we shouldn't have done this project in the first place, and having the honesty to say it.”

Sometimes people say -- this is my last point -- “Well, the data are already on a Web site.  What else do we need to do?”  And, of course, Web sites come and go.  How many of us have gone within recent time to places that ought to have data, even at major institutions, and discovered that the Web page isn't there?  Part of the problem is proprietary formats.  This is a little table -- and I don't expect you to read it all, but it does say that of these 350 studies or so, 100 of them are SPSS files, 70 of them are in Excel.  Excel changes every 90 minutes, in terms of a format.  About 20 are in SAS, 20 are in Word, 20 are in Stata, 20 are in ASCII text, and then you really get to the stuff that's hard to do; Access, Matlab, VHS, File Maker Pro, digital videotape, JPEGS.  This is a really big challenge; I won't even read the one-ups that are on the bottom.  

And storage media; well, what storage medium are they on?  The majority of them are on somebody's personal hard drive.  And I assume that almost everyone in this room has lost a personal hard drive in the last three years.  I certainly have had more than my share of those -- not just personal ones, but the ones that I'm institutionally responsible for, in embarrassing ways.  These are very big challenges to preserve, and our project’s goal is to find it.  

Well, what have we learned?  Most data that's collected with federal grants are not responsibly archived, period.  Much of the data, not most of it, have been lost with no chance of recovery.  Anything that is not archived quickly poses significant challenges for preservation and access, and unless you make archiving plans early, the risk to science is great.  

The notion that you're going to deposit your data at the end of the life cycle, when you're done with your project, is a failure, and this is an important policy challenge.  NSF has a policy that requires data sharing, NIH has a policy that requires a data sharing plan be presented.  But none of those have any teeth, and none of them are going to have any teeth until the scientific community begins to think that preservation has real value.  And it's a big challenge for organizations like mine and for others to help; if we think it's important, to make that occur.  So what do we have, looking forward?  Well, looking forward I think we have to integrate the preservation process fully into the life cycle.  And this is a slide from a paper that is about to come out, in which I talk about preservation and the life cycle.  

There is a life cycle for social science research in which you start by planning.  You estimate what it's going to take, you sell your idea to a sponsor, you collect the data, you interpret the data and you manage the resources.  It's very essential that preservation of data come into the planning process as early as possible, and that people use this as an opportunity to think through how they're going to preserve and share their data in the long term.  And this is very important not only for the purposes of the technology aspects that I think have animated a lot of what I've said, but increasingly in how we manage our relations with the subjects of research.  

By definition, social science is working with people.  And under the current regulatory scheme in the United States, you have to get your research on human subjects reviewed by an organization called an institutional review board that gives you permission to go talk to those human beings.  And you have to provide, under those regulations, a document that assures that you have received the consent of those parties, and that they have been informed properly about what is going to happen to them.  All of that may, in fact, preclude preservation of data.  Any number of those informed consent proceedings from a decade ago will say, “These data will be destroyed when the project is over,” or they will say “These data may only be reviewed by the original project team” -- think about how that definition works -- or, “These data will only be viewed by people who have the permission of the original investigator,” who is now 70 years old. 

All of those things are constraints on preservation, and only by approaching the preservation challenge at the very beginning of the life cycle, and understanding it throughout the life cycle, do we have any real hope of solving the preservation challenge.  

We're going to get a very significant part of that two-thirds of the data that have never been preserved, but we're only going to do it by doing heroic amounts of work.  The only way to keep it from requiring heroic work is to start at the beginning of the cycle.  So that's one of the directions we're going.

The other direction we're going is moving from a situation where each of the archives that we are working with are preserving replica copies themselves -- the tradition in our world, as it would have been in almost anywhere else that had digital preservation activities -- has been that each of us has two or three offline copies of everything we have in what we hope to be safe places, and that we, if necessary, go dig up those dusty old tapes; that's usually what the offline storage was -- and put them back on a system, and try to find the place where they were.  

We're increasingly, as libraries are doing, moving towards systems where preservation is an active process; where the multiple copies are on spinning disk, and increasingly where those multiple copies are syndicated across multiple locations.  And so one of the next steps, with help from the NDIIPP program, that we're going to do is experimenting with syndicating our replica storage systems across multiple institutions.  The image here is one where each of us has two copies of our own data, to one where we each have copies of everybody else's data.  

There are a number of special challenges in social science data for doing this kind of syndicated replication; one of them is the asymmetry of archival size.  When major universities use the lock system to replicate their journal collections, everybody is talking about essentially the same universe of journals, and there are lots of copies of them out there.  We have a relatively small universe of centers -- four or five, maybe six that are large -- and another two or three dozen that are tiny, and making the system work for everyone, with some collections that are 100 terabytes, and some collections that are 50 gigabytes, is going to be a very interesting challenge.  And that's part of what we're experimenting with.

The second big challenge that comes in digital preservation is the challenge of dealing with confidential materials.  Some significant portion of all of our collections are materials that are not available on the public Web; where if you ask me a question specifically about me, and where certain information about me would make me identifiable because you need to have the location of my house to track my journey to work because I have an unusual occupation, or because I live in a very tiny place -- if those points of information are crucial to the research, there is no way they can be shared publicly on the Web.  

But making multiple copies and sending them to North Carolina may not be any better than the public Web, and so another challenge we face is understanding how to deal with public data sharing, public data replication in a world where confidentiality needs to be protected.  So as we go forward we identify the series of tasks that we need to have to solve.  Among those tasks are the challenges of this syndicated storage and replication so that everything is preserved, everything confidential is secure; small archives as well as large ones are encountered.  We also have to find a way to talk with the scientific community about how we get it to them at the beginning of the life cycle.  And we have to make sure that once we have these materials, they are readily findable and useable by students and faculty and researchers around the world, because only if this data are publicly available and useable, even under restricted circumstances, are we going to be able to justify the significant expense of preserving them for the next century and longer.  And I think that's it.  Thank you.

[applause] 

I'm happy to take questions; I think we have some time.  Yes?

Male Speaker:  

I'm just curious about -- when people have priority format like [unintelligible], all those, do you actually archive that database, or do you actually extract them out first and [inaudible]?

Myron Gutmann:  

Our practice would be to create a preservation copy, which would be an ASCII dataset that has very clear identification of the data fields and the structure of the data.  And we actually have an automated process in our system that actually -- the starting point is always an SPSS dataset, because that's the easiest one to work from.  And then it extracts it and it stores it with XML.  In the social sciences there is an emerging standard markup called the Data Documentation Initiative, which is also run out of our organization, which is an XML standard for social science data management.  And so what we have is a program that one of my colleagues wrote that actually takes an SPSS formatted dataset and extracts an ASCII raw data file, and an XML tag metadata file that defines it and adds as much information to it as possible.  And that's the canonical preservation file.  

The challenge comes when not in something that's in one of the standard social science formats, like SPSS or SAS or Stata, or even Excel, but where we have something that's in something that’s useful, but more complex; so an Oracle formatted relational database where the relational aspects of it are crucial, and where it's not so obvious how you extract the information from it.  And that's where we're having a challenge.  And then there are additional challenges of what you might think of as qualitative data, which can be every bit as digital as an SPSS data file.  What does digital video do for you, and how are you going to make a preservation copy of a digital video file where someone has videoed interactions between mothers and children in a thousand cases?  And actually, we're confronting this now very directly because we're about to acquire 22,000 hours of digital video for a big study that NIH funded.  

And how do you preserve that?  That's a much bigger challenge than preserving an NSPS data file where somebody said, “What's your name?” you know, “What's your age, what's your sex, how many children do you have?”  That we can do quite easily.  It's the video and qualitative things where I think we have some lessons to learn, although the good part is that the NDIIPP partnership has some other groups that are working with things like video.

Male Speaker:  

You mentioned the difficulty getting data after the fact.  I presume, then, you would also have problems getting documentation such as code books, the layouts and -- 

Myron Gutmann:  

“The graduate student that worked on this project quit last week” -- or last month, or worse yet, “I told the graduate student to make a set of -- to document what she had done to get the data from the raw data form to the final data form that I analyzed.  And just before she said she was just about ready to start on it, she got a job teaching” -- this is not a gendered process; it could be a male person, but -- “just before she got a job teaching, and she left.  So all I have is an SPSS system file, and a raw questionnaire.  Can this help you?”  

And that actually is better than “I have an SPSS system file created on a computer that was obsolete 20 years ago,” which we also hear about in -- and there is almost no way to avoid that frustration.  But yes, I mean, it is a challenge.  We actually publish a little book about, well, what do you do to make data in a good format?  We publish standards about what is archival-ready data.  And that helps on a going forward basis, but these are human processes, and universities have been very loathe to step into -- and here I'm talking about the university world, because they're probably the worst on this.  Universities have been loathe to step into the business of data stewardship, because it's such a mess.  And to do it professionally is expensive, and to do it -- you often get your results well enough doing it amateurishly.  And your graduate students do need to learn, but the documentation is an interesting task for us.

Male Speaker:  

Just a quick one.  You ingested all these data in a lot of these studies.  What do you use to catalog them?  Do you use any standards when you catalog them?  [Inaudible].

Myron Gutmann:  

No, you should ask that.  I'm not sure I know the vocabulary, so forgive my lack of vocabulary.  Our system generates records that can be translated into almost all of the major library cataloging systems, so our systems get exported to something called MARC records and other kinds of records, because there is -- with the DDI there is a standard markup at what we call the study level that explains who created the data, what the content is, when it was last updated.  And so all those things are embedded in a structured way in our metadata records, and they can be exported to almost any other format.

[low audio]

Myron Gutmann:  

Absolutely, yeah.  A standard cataloging system that is informed by professional standards, although I'm not a -- excuse me?

Male Speaker:

Is there an acronym [inaudible]?

Myron Gutmann:  

Well, again, this DDI standard is the standard that we use, and if you go to DDI.org you can get the standard from there.  But I'm afraid here you've reached the limit of my knowledge.  Yes?

Male Speaker:  

[Inaudible] humanities, because in humanities -- I was at the NSF yesterday, and in the humanities they're doing a lot of digital imaging for archeology.  And they're creating these huge datasets, and this is much newer than what's been going on in social sciences.

Myron Gutmann:  

Right.

Male Speaker:  

Do you know of any effort there to begin preserving that data?

Myron Gutmann:  

There is certainly discussion of it.  You know, there was a cyber infrastructure for the humanities and social sciences report that has recently been issued that is mostly really about the humanities.  [Siren]  Now, that was not the sound they told me to expect, but --   

[low audio] 

Myron Gutmann:  

Good.  Well, good luck. 

[laughter]

In the U.S. I don't think there is an ongoing infrastructure yet, but there is talk about it going on.  That's what this structure -- in the UK, the Arts and Humanities Research Council has taken an initiative to -- ooh. 

[low audio]  

Good.  Don't go to the coffee shop.  Okay.  I'm sorry, we got sidetracked.  I don't think there is a systemic program yet, but there are some projects, and certainly the libraries are talking about it.  So, one of the other NDIIPP projects is the Meta Archive of Southern Culture -- is that how I would describe it, that's the title -- that is a consortium of four or five libraries, I think headed by Emory, that's interested in a variety of digital culture aspects, and this would be part of it.  And there’s also then the geospatial community has some similar projects going on.  But I don't think broadly, in the humanities, there is anything at the scale of what we're doing.  And what we're doing is fairly modest.  There was another question down here?

Male Speaker:  

Just kind of a follow on to the catalog question.  Does IPDSR provide aggregation and retrieval services, or are you focusing primarily on archiving and exporting to partners within this consortia in that archived [unintelligible]?

Myron Gutmann:  

I'm not sure I understand what you -- so we deliver a huge amount of data to people's desktops everyday.  If that's aggregation and retrieval, then I think we do that.  Our partners do that as well, so we have a very retail relationship with data users, and at every level along the use continuum.  So we provide a lot of service to students, a lot of service to the policymaking communities in certain areas, and then a lot of service to fairly senior researchers, graduate students and faculty types across a number of areas.  And each one of them, it turns out, needs somewhat different approaches to delivery.  And so that's another business that we're in; is to try to figure out how effectively to deliver to those communities.  Yes?

Female Speaker:  

Just to take that a little bit further, if I wanted to know if you have information that would be useful to me, how would I identify it and how would I request it?

Myron Gutmann:  

You would go to the Web page and try to find it in our catalog.  We have pretty good finding aids, but no finding aid is perfect.  Our data are identifiable at the level of the study, which is to say the research project that generated them.  And you'd have to have an idea of what kind of a project or what kind of a body of data you were looking for.  

Everything is obtainable from ICPSR, everything we have is obtainable over the Web; some of it for analysis directly online, some of it for download and analysis at your desktop.  About a quarter of our collection is fully public access; about three-quarters is restricted to members.  And the Library is a member; the Library of Congress, or CRS [the Congressional Research Service] is a member.  So I'm not sure how that works within your system here, but if you just go and click on it -- I mean literally if you go to our Web page -- it will walk you through actually loading the data, looking at the data and loading it to your desktop.  I mean, I think it's a fairly responsible interface.

Female Speaker:  

But that last part that you said, [inaudible] through CRS.   

Myron Gutmann:  

No, I didn't say through CRS.  I don't know how the Library works on these matters.

Female Speaker:  

[Inaudible].  That's right, but if you're in the public side of the Library, then you don't have access.  

Myron Gutmann:  

So then it would depend on what the data were, how you would get access.  But I think that's the simplest way to do it.  Again, remember the ICPSR collection -- and I think anything that's directly collected as part of the NDIIPP funded project is public.  But that's still fairly small, because we're just in the identification phase.  But the ICPSR collection -- remember, ICPSR is a consortium of universities, and CRS is a member on behalf of the Library.  And the access to data is keyed to that criteria; the ICPSR members pay a fairly expensive fee to get that access.  And so that's why they're the ones who are paying for the preservation and the access system.

Male Speaker:  

I'm familiar with an initiative at NARA where they actually have numbered their most requested datasets.  They provide like a search within those datasets, I think even across datasets at this point.  Is there any thought to [unintelligible] that kind of access?

Myron Gutmann:  

Well, again, the underlying technologies that the Data-PASS partners use, of which there is more than one, all allow for variable levels of access.  Most of our  -- most of our collections are not interesting at the individual case levels, so the NARA collection is one where if you want to know if your great uncle died in the Korean War, that's an important thing to be able to search on a variable level.  Most of our data are, by definition, anonymous, so looking up an individual case is a hard thing to do.  What we're all moving towards is variable level access, so that you would know which studies in the collection -- we talked before about the polling data; which studies in the collection ask, “What do you think of the current 
President?” or, “Would you vote for a Democrat or Republican?”  And there is actually a fair amount of that available.  

But if you also want to look across what we're building towards, is looking across studies to say, which studies have a question that is “How many children do you want to have?”  And could you compare that across studies?  That's a very difficult scientific question, because interpreting what you get from that is hard to do.  We actually are just about to launch a new NIH-funded project that's going to take -- there have been a series of major studies of family planning and fertility in the U.S., dating from the first one which was done in 1955, actually at the University of Michigan, and the most recent ones are done -- they're sponsored by the National Center for Health Statistics, and we also conduct them at Michigan, it turns out.  

And in the middle there have been a whole bunch of other places, and we've just gotten a new grant from NIH to actually harmonize those studies.  But there is really a big challenge in doing harmonization that I also try to remind people of; so for example, each one has a different sample size, and so the weight of each case is different.  Only in the last two surveys have they asked questions of men; in all the earlier ones they only asked questions of women, so you have to ask the right question.  And our friends who we hope to make partners at the University of Minnesota are the great specialists in this harmonization activity.  

And we've learned a lot from them, and in areas like the study of fertility, where we're strong at Michigan, we've taken on this new project. But it’s a -- I always tell people, it's one thing to compare attitudes to presidents, in which everybody has asked 1,000 people, “What do you think of this president, what do you think of that president?”  If you go to the sites now that compare polling responses in a given year, you can see how difficult that is, but it can be done.  But over time, comparing studies of fertility questions, “How many children do you want to have?” or “What contraceptive method do you use?” is a much more challenging business, and so I want to be able to provide that, but I don't want to make anybody think that the science is easy.  Caroline.

Caroline Arms:  

Myron, I think that what goes without saying is often worth saying, because I think some of these people don't realize that when you're saying there’s variable level access, this means that if you know the question you can get the question, and you can get the distribution of responses and you can see how that correlates with female or male.  All these systems allow that sort of access in a large proportion of their studies.  Myron is now talking about the more complex things that people want to be able to do in order to be able to make correct statistical inferences.

Myron Gutmann:
And to do it, comparing things which were never designed to be compared; so, a survey of attitudes towards religion or towards movies in 1960 with one in 1980, if they weren't designed to be comparable.   People want to ask those questions; they ought to be able to ask those questions.  And it's our job to make that easy, while still preserving the caveats that some things aren't going to be easy.  Yes.

Male Speaker:  

How is the membership access fee determined, and do you think archive syndication will affect that? 

Myron Gutmann:  

Our access fees are based on [siren – our access fees are based on size of institution, like so many -- like JSTOR and other sorts of equivalent things -- and they're keyed to the Carnegie classifications of institutions of higher education.  And this is more detail than you probably want to know, but we actually reset our fees about a year and a half ago, and raised them for big institutions and cut them a lot for little institutions, which has had all the desirable outcomes.  

And the way we've structured syndication seems to have no impact on that; just to say that access controls are done at the level of the holding archive.  So, somebody will pull something up in the common catalog, they see that it's at ICPSR, which has one access mechanism, or Roper, which has a second access mechanism.  And then they have to use the appropriate access mechanism that we have.  And like everyone else, we are exploring how to make our access systems more sophisticated, and we're waiting for, somehow, academic institutions in the U.S. to reach a consensus, which sometime, I think, in the next century, they will. 

Male Speaker:   

[Inaudible] link between the added new activities in syndicated archives, and [inaudible]?

Myron Gutmann:  

No.  I think it's an extraordinary benefit; we've really learned so much by working together.  And again, the NDIIPP staff is prepared to hear me talk about all the things that we hoped would happen as being part of the project, and have, and one of them is that there is this vague sense among the larger archives that we ought to work together, and we didn't know how to do it.  And this provided us with an excuse, and it's been really successful.  And so far we haven't had any big quarrels, and access has been one of the things where we had a consensus from the very beginning; that we didn't have to change our policies.  

The big challenge that everybody faces in the preservation and access arena is that everyone in the universe wants it to be free.  And it isn't free, but we've got to drive the cost down so that it can be as inexpensive to do as possible, now especially given the volume of digital material that's being produced.

Caroline Arms:  

Thank you very much, Myron.  Myron and I are going to have lunch in the Madison 6th floor cafeteria, so if anybody wants to join us, please do.  Thank you very much.

[applause] 

[end of transcript]
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