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Laura Campbell:  

I'd like to introduce Tracy Seneca.  And Tracy's with the California Digital Library, and the title of her project is "The Web Archiving Service."  And you’ll hear from Tracy about that program.  Would you join us up here?  Also, Martin Halbert, he's with Emory University, and Martin will speak about the wonderful network that he has launched, dealing with Southern cultural history and heritage.  Steve Morris -- where are you, Steve, there you are -- is with North Carolina State University, and Steve's all about map material.  He has a state and local government geospatial program, map material that's at risk.  Micah Altman is here with us from Harvard and will talk about political and social science data.  

Julie Sweetkind-Singer, there's Julie, is with Stanford University, and she's going to talk about her project, “Digital Collection Decisions: A National Geospatial Digital Archive Perspective.”  Again, another very fascinating map program.  David Kirsch, a real pioneer in business records.  David's with the University of Maryland, and he has a fascinating collection of business records.  And the title of his project is, “The Business of America and the Birth of the Dot Com Era;” really interesting at risk-material where he’s broken new ground in terms of what we can legally save in terms of economic history.

So these wonderful individuals are going to -- I believe you're all going to come up here?  Is that -- we have enough chairs?  

[low audio] 

From here.  Okay.  So maybe you all don't want to come to the stage.  We're going to start with Tracy, then, I guess.  All right.  And I hope you feel free to ask questions.  Martha Anderson, where are you Martha?  Martha will lead that part of the program to take questions from the audience.  These are, again, some really interesting partnerships, and we are just delighted to have these individuals as our partners, our trusted agents as part of the NDIIPP program.  So, Tracy?

Tracy Seneca:  

Hello.  I am just going to get started here.  So here is what I'm going to cover.  I'm going to give a little bit of background information about the Web-at-Risk project; not much, because many of you are familiar with it.  I am going to raise the question of what is a Web archive.  Now, those of you who were here for this morning's presentations certainly have gotten -- good ground was laid for that this morning, as well.  But I want to bring up a couple of other possibilities for how that can be interpreted.

I'm going to be talking, focusing really on the nature and scope of our collections, of the collections that the Web-at-Risk curators are building for this project, and how this project has really surfaced some interesting paradigms and paradigm shifts in the way that collection developers have to work and think about their work in order to do this.  And I'm going to give just a few images from our Web archiving service.  Now, there is going to be an in-depth demo.  For those of you who are going to be at the NDIIPP meeting later on, I'll be giving a more in-depth demonstration of the Web archiving service.  

What I really want to focus on here, though, is collection building.  And so as I discuss these points, I'm going to raise four different needs that came up in the course of working with our curators on these collections, and I'm going to demonstrate how the service that we're building really targets these particular four points, although, of course, the project is much broader in scope.  So briefly, the background from January 2005 through January 2008 -- the scope of the project is to build tools that allow librarians to capture, curate and preserve Web-based government and political information.  So there is a topical focus to the tools that we're building, although certainly we want, then, for the University of California and our partners at New York University and the University of North Texas to be able to use these same tools to work in a broader scope.  

So, the curators will be building topical and event-based archives, and they'll be capturing both entire sites and individual documents, and then to assess the impact of these tools on collection development.  So the first need, broadly, are the tools that allow the librarians to capture and create collections of Web publications.  Now, preservation is a key part of this project, but I won't be talking about it here.  Now, the users, our curators -- I'll describe a little bit more about who our curatorial partners are, but a couple of things are very important in keeping the scope of this in mind.  We're building this for people who are not engineers, who have busy lives.  They have lots of other responsibilities, and Web archiving is just one more thing that they're adding into an already busy job.  

So that's very important to us, and it helps to make -- guide our decisions about how the user interface has to work.   So this is our development path.  What we've done is to take the scope of the Web archiving service and all of the things it needs to do, and to divide those up as much as we can into different releases.  So we're going through a series of iterative releases, and pilot tests after each release.  And right now we've completed our collection-building features.  We're doing QA on those now, and our next pilot release is due in about a month.  We're going to be having our curators work with that for about three weeks.

Now, this slide is incomprehensible [laughs].  There is a lot going on here.  One of the important things about this project is that assessment is built into the project as it goes along.  And so this slide gives you a sense of the various roles that people are playing, so this row of Visio soldiers here, that's our curatorial partners -- about 30 curatorial partners at various institutions, including NYU, the University of California campuses, Stanford and a couple of other organizations.  These are the folks who are doing the pilot testing.  They also conducted surveys to help us do our needs assessment.  So we began by doing extensive needs assessment; we did interviews with end users, we did interviews with content owners, the people whose Web sites these curators want to collect.  

And then moving into development, each of those stars represents -- after each pilot release we do another round of surveys to get user feedback, and then feed that into our next release.  And we just completed the usability test.  So we worked -- for one day we worked one-on-one.  We taped the sessions, and we had our curators -- a selected number of our curators go through the interface.  And we learned a great deal from doing that.  So what is a Web archive?  So we're assuming that we're using automated methods to gather content.  We're not capturing by hand.  We're building a collection that's composed of more than one site, and then possibly sites collected over time.  We're intent on preserving that content, and the results together are searchable.  So that's the assumption we're working with here.

Now, I'm going to distinguish between three different types of Web archives, just to give you a sense of how the way that you interpret this can impact what you're doing.  So, [1] topical Web archives -- that is really what our curators are focused on.  So a Web archive that's focused around a subject, that means that the curator can have subject expertise.  They can know the site very well.  They can have a good idea of when it's captured and when it's not.  And it doesn't have a time – it doesn’t have a time specific aspect to it, so there is really no beginning and end date to it.  [2] A domain archive is -- this came up this morning, where nations have to capture their entire nation's Web space, usually very broad, very large.  And one of the important things about domain archives is that this is what's really driving the development at the open source tools that a lot of these projects are using.  And -- through the international Internet preservation consortium, and that means that the tools that we're all using really work best for this context.  They really tend to grab a lot of information.  So that's important to note.  And then, [3] event-based Web archives are more like what we discussed this morning.  And they have typically, you know, a specific date range, and they tend to be a lot of work.  You have to do a lot of work very suddenly, and you don't necessarily have any idea what's out there.  So there is no such thing as subject expertise when you're looking at something that's happened quite suddenly.  
So one of the lessons that we learned that has really shaped what we are doing is that the curators, our group of curators, user government information specialists, they're focused on collecting materials that they've had sort of a long relationship with back when these were in print.  And oftentimes they see the material that they're collecting on the Web as a continuation of a series.  And many times they don't want the entire Web site.  They just want to continue grabbing the same environmental impact reports, budget reports and so forth that they used to get, and the Web kind of gets in the way.  So -- But in other cases they do, indeed, want to capture and render the entire site.  
So another important need here is the ability to allow the curators to selectively build their collections, not just automatically take everything that came in as a capture job, but to be able to pick and choose.  So these are our collections.  Again, the focus is on government, federal, state and local information; much stronger focus on the state and local information.  Also includes nonprofit political organizations and sometimes on an international scope.  And I need to pause here for a moment, because I need to let this slide load a bit.  What you're going to see are just some sample pages from the collections that our curators are putting together.

Not so long ago we were asked to provide examples to the Library of Congress, and so we, then, went out to our curators and asked them to give us information about what are the really critical things that you're collecting, and why are these things at risk?  And these are some of the images that they came back with.  And it's really much broader in scope, even, than I had anticipated.  I certainly found some surprises in here.  You know, when you say, “Oh, we're focusing on government and political information,” it may sound a little dry, and certainly some of the imagery that came out of that was very compelling.  And the focus on local information is very strong here.  And these are organizations that many of our curators actually had a relationship with in the print world, where they were acting as the archive for local agencies that didn't have the resources to do archiving themselves, and so that relationship is continuing in the digital world.  So that just gives you an idea of what we're building here.

So how is this material at risk?  I mean, certainly everyone here is aware of the sort of ephemeral nature of the Web.  But what I want to do is surface some of the different kinds of risk that these types of information are vulnerable to, starting with Web publications, then government, then local government.  Many of you have seen these kinds of figures before, and certainly new studies are coming out all the time.  I'm having to constantly reacquaint myself with the studies that are being done, and it's always jarring to look at the amount of information that's disappearing from the Web.  Now, I'm going to be -- at the end of this presentation I'll have a link to the project wiki that you can jot down, and I will put the bibliography -- I've referred to a few articles here, so I'll put the bibliography that I've used for this presentation up on our project wiki.  A lot of these studies are, are citation studies; they're looking at the rate of disappearance, the rate of failure of citations in particular fields, and that's certainly a shocking development.  

So one of the things that we need are tools to help our curators understand what's been lost from the live Web.  That may not seem like such a – like the first order of business, but I think in a little bit I'll make it clear why that's really necessary.  Issues unique to government and political information -- one of the great problems that our curators have described to us is that they no longer know what's out there.  They're not in a publication notification stream anymore, and they need tools for discovery as much as they need tools for preservation.  And that's very important to them.  The sites that they're looking at are extremely vulnerable to political change; elections and so forth.  There is also a great need to identify, as I mentioned, new publications.  This is well worth taking a look at; the expanding digital universe.  This is a report, just to give you a sense of the environment that our curators are working in, with the amount of information that is available and how much of that information is now individually published.  

So there--really there is no organization that's mediating what's now available.  This quote discusses the Environmental Protection Agency's removal of information from its Web site.  This is from an article by Susan Mart in the “Law Library Journal,” which is a wonderful collection of case studies that, again, underlies why this is so important.  This sort of incomprehensible image that you see along the side, this is just a section of a spreadsheet that was put out, I think, in 2003, where government information librarians were just tracking, site by site, what's gone.  So it's much longer than that.  So people are really keeping a diligent eye on this and trying to understand what information is disappearing from these government Web sites.  And then, issues unique to local government documents; again, the agencies don't have the resources to maintain their sites themselves, often, and certainly to do preservation.  

So, one of the difficulties that our curators face is that this really changes their collection-building paradigms.  They're specialists in their field.  They're used to being able to apply the filters for what they're going to get and not going to get from the very beginning, because they understand their field, and so they like to start by doing a very detailed analysis of what they're doing, then make their decisions about what they're going to acquire, and then build their collection.  
That's not how Web archiving works.  With Web crawling you really have to just cast a wide net, and then see what you've got, because it's so difficult to tell what's out there to begin with.  And so you're expending all of your energy just trying to understand that, while that at-risk information is disappearing.  And you may not know what was at risk until it's gone and you don't have the opportunity to collect it anymore.

Part of what we did for this project was to conduct a series of focus groups and interviews, and we got some wonderful -- again, more case studies and some good quotes from people, and this just kind of highlights the situation that they're in.  All of these reports, by the way, of all of our interviews, assessment and so forth, are also available in our project wiki.  And this librarian is just talking about the feeling of losing that control.  You know, losing control doesn't necessarily have to be a bad thing, but it's really difficult to make that transition.  And here is a technical example of what's so hard about this.  One of the first things -- because these are government information librarians, they're very focused on PDF documents, and it’s sort of a happy accident that there is a correlation between the important information and a file format.  

And so we're frequently asked, well, “Why can't I just tell the harvester, ‘Just go get the PDF files and don't get anything else.  I don't want anything else’?”  That's not how a Web harvester works.  A Web harvester follows links from the page it's given.  So if you send it to the home page, the way that it gets to this site is by gathering the site navigation in that home page.  If the site is poorly designed, the results that come back are not going to be that great.  If you point it at a PDF file, you almost never -- and I've never seen a site's navigation reflected inside a PDF file that's on that site.  So if you point it at a PDF file at an agency, you're just going to get that one file.  You're not going to get all the PDF files from that agency.  You have to get the whole site and then narrow it -- whittle it down to the PDF files.  So this is the home page, the current home page for the Web archiving service.  

It kind of outlines the process from defining a site, capturing the site, viewing results for conducting quality assurance, and then building your collections once you're confident that you've captured what you need to capture.  So, addressing the first need, tools that allow librarians to capture and carry Web publications.  So the curator begins by defining a Web site and describing how they want to capture it.  So this site entity is very important here, because that's really where you have to link rights information.  That's the one place where you can say something sort of common about what you expect the rights issues are for this content.  So you see these different tabs; you have the basic settings.  You can apply some descriptive data, and rights data to the site.  

One of the things that we found that’s very difficult is that some sites take more than one URL to capture them.  If you were here this morning, it was a good example of that where there were different subdomains involved.  And our curators have really struggled.  The only way to figure that out is by trial and error, and so we're experimenting with ways to make that easier to deal with.  And then once you've actually created a site definition, you're able to manage it, edit it, change it, capture it, and there is another relationship here between the site and then the number of times that you've captured that site.  So the site is, you know, the description, and then the captures are specific instances, specific dates when you've captured content from that site.  And then when you choose to view captures you need a little bit of information about when you actually ran the capture, how many files you got, how long it ran, and so forth, and you're able to view content from that point.  

This is an example of a search result.  You get a little bit of overview information.  You get a thumbnail of what you're looking at as an image.  This is a rendered search result.  And then this is an example of the detailed record.  You recall on that site page, they had the ability to put in some descriptive data, and you see that descriptive data reflected back here, so you get some automatically generated metadata as well as individually entered metadata.  So another important feature was the ability to be selective, to add not just entire capture jobs but individual files.  And so here, as you're managing collections, you can see that you have the ability to either add or remove content.  This shows a collection contents menu.  So from this contents menu you can see that for the California Department of Water Resources, the entire capture job was added.  For the State Water Resources Control Board, just an individual file was added, so you have that kind of control over what's in the collection.

The ability to discover new publications – here -- and I expect this is actually going to become the focal point, the point where collections actually get built on an ongoing basis.  The user has run two different captures of the same site with exactly the same settings, and that's important because you want to make sure that you're comparing change on the site and not change that resulted from something that you did with the crawler settings.  So, assuming that you've used exactly the same settings, what you get here is a list of the files that were in the most recent capture that you did, but not in the older one.  And you have the ability to check those off and add those to a collection.  And when you're in maintenance mode, I think that's really where you're going to be building your collections from.  By the way, one of our developers is a competitive eater, hence the example.  

[laughter]

And then equally important is the ability to understand what you've been getting and what has changed.   What's been lost?  So if you're looking  at the converse, if you're looking at what was in the old capture that I did that's not there now, suddenly these things become more important.  They may not have been documents that you thought were terribly important the first time around, as you were being selective, but they become considerably more important once you know something about the risk that they were at.  And this will also, over time, help us to understand and quantify what we have been doing, and the success of what we have been doing.  

So these remain -- even if you don't add them to your collection, they remain in the archive, so you have the ability to then go add them to your collection at a later date.  

So, thanks to the NDIIPP program, to our developers.  I also didn't mention here, thanks to the Internet Archive and IIPC for the work that they do on the open source tools that we're using.  And to our curators.  Thanks.  Do we have time for questions?  Okay.  Yes.

Male Speaker:

So is the software ([inaudible] or is it open source?
 Tracy Seneca:  

At this point it's still under development, so it's not available.  We are currently -- right now this works with Heritrix, so we're using the sort of usual suite of open source tools; Heritrix and NutchWAX, but for the archive we're using CDL's digital preservation repository, and that is not currently open source, or available.  And so one of the things we're looking at is can we take the Web archiving service curatorial tool and kind of detach it from that, and make it available for people who use DSpace or other repositories.  So we're not there yet, but it's certainly something we're exploring.  Yeah?  

Mary Rasenberger:

[Inaudible].  

Tracy Seneca:  

In terms of the focus of the collection building?  

Female Speaker:

[Inaudible].

Tracy Seneca:  

I don't know if that's part of the University of Illinois [at] Urbana-Champaign work.  I know that one of the other NDIIPP projects, is a Web archiving project, but I'm not as familiar with the collection, the material.  And I know that there are certainly -- in fact, I was just at the International Web Archiving Workshop, and you hear about these individual efforts happening, you know.  They keep coming up.  But it's certainly not standardized or organized across the 50 states.  

[low audio] 

Tracy Seneca:  

Okay, yes.  And they're doing federal information as well with the CyberCemetery.  They capture sites for agencies nationwide, as they know those agencies are disappearing.  Okay, thank you.

[applause]

Martin Halbert:   

Hi, folks.  My name is Martin Halbert.  I'm from Emory University representing the MetaArchive Project, and today Laura Campbell asked us to speak and focus mainly on the content that our respective projects were gathering, so -- and many of you have heard me talk about the technical aspects of this network at length in other presentations.  So today -- I mean, just the basics.  It's a distributed digital preservation network based on a reimplementation of the LOCKSS software, primarily focused on digital archives.  Today what I'm going to go through is the significance of the particular subject focus that we started with.  

It's the first of several subject foci that we will undertake in this effort, Southern cultures and histories, and talk a little bit about the process of selecting that content; how we did the scoping of Southern culture, what efforts and tools we used to describe Southern culture in our preservation network, the process of inventorying the collections, and then just a bit about the harvesting.  I really want to spend a little bit of time talking about the collections deposited to date, and actually showing off a couple of samples.  I think the examples of the content are at least as important as the process by which we selected them, and you know, the content, especially multimedia content, is very compelling.  So I have sprinkled throughout this presentation, images, especially still images from various repositories that make up the collection that I won't go into.  They're just there to give you a sense of various things that are in it.  

Also, I should say by way of acknowledgement that many of these slides actually are taken from the workshop that we recently held at Emory University on various aspects of our project; the technologies and models that we’ve developed.  And many of these slides were developed, actually, by Catherine Jaanik, who's here -- in the back of the room here -- and worked intensively on our Conspectus Project.  So again, a bit of summary.  The MetaArchive is a working digital preservation network, and it has now been in operation for two years.  It provides a technical and organizational model for creating networks of collaborating institutions that are devoted to digitally preserving content in particular subject domains.  So as we came up with this model we felt that, okay, we needed a good case study to figure these; you know, shake this out, try it out, give it a spin.  So the focus that we started with in this project is on Southern digital culture.  

We are now, I should say, planning additional MetaArchive preservation networks.  Two that are coming up is, one, an international preservation network in collaboration with the NDLTD around ETDs, from different institutions around, really, I guess genre in that case.  Another one that is synergistic with and overlaps, in some ways, the meta archive of Southern Digital Culture [Network] is a meta archive of information on the history of the transatlantic slave trade.  Those will be undertaken in the extension phase of our project in the coming two years.  But I want to spend time today on the first subject domain that we have focused on, Southern cultures and histories.  So this was a very helpful slide that Catherine came up with on just sort of the broad workflows that are involved in the content gathering process, and coming to a consensus on this kind of work.

I'm going to go through each of these sort of conceptually, and then give you the specifics of how we did it in Meta Archive.  First, scoping content, determining what the scope of a network will be, and what's going to be harvested, describing that content.  And we invoke the term conspectus; you know, using things from other collection development activities in the past.  And I'll talk a bit about our conspectus and how we've used it; the process of inventorying collections, completing conspectus entries, including risk factors.  Then the harvesting process, and then just the preparation for that, actually.  Scoping the content is a complicated process if you have a broad, you know, range of things that you're interested in.  Certainly, Southern culture and history is a very broad conceptual range of subjects.  We had scoping decisions in both subjects, media formats that we would be preserving, risk factors, and then the specific ways they are played out.  I'll go through a case study for the MetaArchive Southern Digital Culture [Network] project.

So the first question to ask yourself -- I'm going to kind of go back and forth between kind of conceptual questions for any group that's conceptually working to establish a digital preservation network, whether it's using the MetaArchive tools, or the MetaArchive network proper, or you're doing something separately, and then I'll talk about the specifics of how we did it.  But the first question is, you know, is there a subject area that the members share in common; an interest that might provide a starting point?  We really think, in MetaArchive, that that is the point of mobilization; what's going to bring groups together to create distributed preservation networks, and defining that subject area and its boundaries and what especially also is important in establishing or adopting a controlled vocabulary.

As I mentioned, our particular case study that we did in the first part of this project was on the culture and history of the American South, as an exemplar of how to do this kind of subject domain preservation network.  That brings up lots of questions, obviously, that we face right at the get-go.  What is Southern?  We had a content committee that examined this question, along with scholars, for a period of months, and they produced a report, and many of these statements are drawn from it.  The discussion of Southern culture and history always has to begin with a clarification of terms.  It is a phrase that brings to mind a region, but there are also a lot of issues around boundary scoping that are not so clear.  You could start with the 11 former Confederate states, although that excludes a lot of other states that you might want to include.  You could also consider the consensus South, which includes the Confederacy, plus the addition of Delaware, Maryland; all these other states.

There is also the Gallup organization’s South that includes a variety of those states, plus the -- Oklahoma and Kentucky.  There is also a set that comes from the National Endowment for the Humanities that's much broader, includes Puerto Rico and the Virgin Islands and the South Atlantic formulation of it.  We also had a lot of discussion about the evolving South; you know, the South is an identity.  It's certainly something that Southerners who move outside the region take with them and retain much of their culture and infuse their new locales with vestiges of their former homes.  However, you know, the South is an evolving place, and there are many new ethnic groups that are moving in and rapidly changing the demographics of the South, from South America and other locations that really make it an evolving concept, and really something that increasingly is termed the global South in connections with other parts of the world, actually.

We drew heavily for a lot of our concepts on this piece, the “Encyclopedia of Southern Culture.”  We have a lot of connections with and projects we've done over the years with Charles Reagan Wilson, one of the main co-editors.  We finally decided on an inclusive concept of the U.S. South, as inclusive as we possibly could be.  It's constructed with broad brushstrokes.  The content committee took a lot of this from the introduction of the “Encyclopedia of Southern Culture,” and as the editors of that encyclopedia did, we focused very broadly on Southern themes, locations, and, in fact, took to heart T.S. Elliot's comment that culture is not really the sum of several activities, but also a way of life.  

So it is not just the Civil War; it includes many, many other types of information; slave narratives, civil rights movement, business, industry and technological development, music, crafts, church histories, also things that are from the institutions that make up the collaborative; so, things from our universities, which are all currently Southern institutions.  So if you're interested in a scope document, that is a link to it.  I assume these slides are going to be available somewhere online.  Is that right, Lisa, that these will be accessible later?  Or you can just go to our main Web site, www.metaarchive.org, the document section; some content scoping decisions around media formats, what the repository can support.  Our network is quite agnostic.  

It really came down to what types of formats we were -- did we want to exclude any?  Did we see any as not sustainable, or something that we wanted to avoid?  We were quite inclusive here, too, because we felt that many of our collections ended up being expressed in many different ways, so we, again, were quite inclusive on format inclusion.

There was a set of decisions around basically the question of this -- the original versus derivative content -- and that we spent some time on.  The interesting point here to recount is that oftentimes the derivative forms that are used in the access of the collection are actually the easiest to lay your hands on, whereas the originals, the masters, are squirreled away, oftentimes, in some CD-ROM cabinet in the back room.  But they are also oftentimes the ones that are most at risk.  

So we, again, were inclusive here and started in many cases with derivative copies, but have -- are now progressing to the point where we are developing a staging area approach where people can temporarily load their information from CD-ROM masters for ingestion into the network, and then dismount the CD-ROMs once they have ingested the original content into the network.  Some questions around risk, you know, born digital versus digitized, particular formats; items in use versus dark items.  We do, you know, enable both stuff that is in the public, publicly accessible, as well as embargoed items.  We have some things that are items from archives that are embargoed for a time.  

This is sort of jumping ahead, of a screen shot of part of the Conspectus Database where we identify risk factors, and I'm not going to go into all the details here.  Tracy actually did a good job of identifying many of the Web risk factors.  In our case, since we're looking at digital archives, there are a number of other things that each of these sections, ranging from low risk up through extreme risk -- if in the conspectus you click on the link, you get sort of a guide to assigning risk factors to different collections.  And I'll say a little bit more about what I think in a minute.  I've got a slide or two.  Describing the content was a big question.  We ultimately needed a schema for characterizing it in a consistent way.  I'll talk a bit about the conspectus database and then, you know, how we implement it.  So, schemas, there are a lot of different schemas out there for describing collections.  We went through -- and I'm not going to talk about these individually, but just allude to them.  

Western states -- Dublin Core metadata best practices, Dublin Core project proper, metadata best practices for collections.  We got a lot out of the Dublin Core site generally, and the various implementations of that.  We also got a lot out of this project, the UKLN, the project in the UK around the research support library's program, collection description schema, RSLP, sometimes pronounced, and a number of the elements of their schema were quite useful for describing collections.  Finally, the IMLS DCC collection description metadata schema.  All of these -- PREMIS, also, was something we looked at later, although PREMIS came out after we had implemented our site.  So we actually did a retrospective comparison of the PREMIS metadata elements and found that we had incorporated effectively all of the essential PREMIS metadata elements in what we had developed.  

All of this, as we thought about this process of describing collections that ultimately led to this thing that we call the Conspectus Database, it was originally developed as a scoping tool.  But it quickly became a system management tool, and it's sort of the core of our system, and something that we will release open source, anybody that's interested in adding in to private LOCKSS networks, for example.  It describes the collections to be preserved, and it provides information on a whole variety of administrative information as well.  It draws on, as I was alluding to, all the schema elements from many different specifications.  And we actually developed a schema specification of our own for the MetaArchive preservation network.

The -- it basically draws the schema elements from all these other existing schemas, with a couple of -- like three exceptions that are specific to our network and the operation of our network.  It is documented up there at that link.  This is just an example in the schema specification, how we detailed the use of the individual schema elements.  So it actually needed to be fairly specific, because it was something that was being developed in the coding process, so the programmers had to have very specific information on it.  It's just a quick screen shot of what the conspectus looks like; what it looks like when you're actually filling out the template for one of the collections.  All of these different clusters of metadata elements, they expand, and you can identify the ones that are mandatory or optional.
Then there is a process.  Once we got this conspectus all done, then everybody had to actually implement it, using it to inventory their collections, and describe what they were considering ingesting into the network.  It was a -- that inventorying process was not inconsiderable.  Obviously, as you saw, the Conspectus [Database] has quite a bit of information, and just sort of rounding up all that information for all the relevant collections was a bit of work.  I mean, there were very specific things that you had to assemble, like the size of the collection.  Well, for those of you that are familiar with the LOCKSS harvesting process, our network does something similar.  Although it's a separate network, you have to create a manifest page and a plug-in for all the relevant archival units.  That process is not difficult, but somebody has to do it.  

Basically, it entails describing the structure of the collection and the sort of file system where it resides in a structured way that enables the MetaArchive software to systemically crawl it and reposit all of the different pieces of it throughout the preservation network.  So just reiterating, it's a distributed digital preservation network.  It replicates, securely, copies of the content of the individual archives in at least six different locations.  So then there is the harvesting process proper, deciding what to save and harvest first, later, or eventually.  In many cases we had this process of actually -- like I was alluding to, getting something from CD-ROM set of files into a Web accessible location that could be harvested, and then just a lot on prioritization, deciding what, at the individual institutions, was your highest priority; what you were most afraid of losing, what you most wanted to reposit in the distributed network, and what was, therefore, a subsequent phase.

We coined a term that I think many other people are using now, “data wrangling.”  It's just a process of -- you know, if you think of all the little nits and bits of getting information off a set of CD-ROMS and actually mounted on a file system somewhere, in a way that it can be ingested, it’s just sort of like, you know, herding cats or something.  So we call our --usually student assistants that do this work, data wranglers, developing the plug-ins and manifest pages that I mentioned, including doing the inventory, and then actually kicking off the harvest process.  That's actually the easiest thing.  It's a very automated process.  There are a lot of good tools within the conspectus for checking the status of the harvest and where it is.  Just some highlights of the different collections; all of these collections are composed of many different archival units.  They are at very different scales.  

Some of them include many, many, many small files; you know, images.  For example, Virginia Tech has a lot of very small individual image databases.  Emory has a smaller number of collections, but we have these whopper multi-media files, one of which I'm going to show you in a minute, from our Southern Spaces Collection, and other image masters.  So it's quite a heterogeneous collection, and includes all sorts of formats.  And I think I'm going to go ahead and give you a demo of one of these because I think, you know, the actual demonstration of what the content ingested in these networks, as I think Tracy was saying, is sort of quite compelling.  Let me set this piece up.  It's a multimedia presentation from Southern Spaces, which is an online peer review journal and Internet forum that we maintain at Emory University.  
This is a site, a particular exhibit within it called “Eulogy for the Native Guards” by a professor -- a poet, also professor, Natasha Trethewey, who just about a month ago won the Pulitzer Prize, actually, in poetry for this poem that she's reading in this exhibit.  So Natasha's piece here, what is reposited in the MetaArchive, is actually not simply this multimedia file that you're going to see, but all the subsidiary files; the video clips that ultimately were edited to comprise this piece, as well as a lot of the research  the exhibiters that did this piece did about it; you know, contextualizing.  And I won't go into all the links there, but they contextualized the piece.  

And for background, if you're not familiar with the poem or her collection that she won the Pulitzer for, it’s about, well the titulary poem that she's reading here -- and it’s a collaboration of poems, but this titulary poem is about the sort of unsung native guard black soldiers on Ship Island, which was a fortress off the coast, in the gulf.  And one of the things – there are multiple things that are significant about this poem and this presentation is that Ship Island as you see it in this portrayal no longer exists.  It was basically devastated by Katrina, and is no longer recognizable in the form that you see.  There are also a set of black reenactors that show you what the native guard that she's doing the poetry about, what they were like.  Do we have any time for questions?  Anybody have any questions?  All right.

Steven Morse:  

I apologize in advance for my voice.  It seems to be coming in and out, so we'll see how it holds out for the next 20 or 25 minutes.  I'm fighting some sort of chest cold.  So I'm going to talk about a project we're working on at NC State, working with state and government geospatial data, partnering with the state GIS agency in North Carolina.  A little bit of background on the project: again, just focused on the single state, the idea of doing a demonstration; there is so much content available at the state and local level, in all the different content types, but in geospatial especially.  Some of the richest content is available at the local level; the most detailed current and accurate information.  What we're trying to do with this project is we're partnering with the NC OneMap initiative, which is focused on seamless access to state, federal and local data within the state.  

And so it's setting up content sharing networks, doing metadata outreach, setting up rights for data access, setting up Web services for interaction with data resources and things like that.  They had, in their vision statement when they formed back four years ago, the notion that historic and temporal data would be maintained and available.  And what we thought we would do with this project is actually take this as an opportunity to address that bullet, which was one of their 15 bullets in their vision statement, but they readily admitted was probably the last one they would ever get to, given that the geospatial industry tends to be somewhat temporally impaired.  

And what we want to do with this is engage existing spatial data infrastructure [SDI], which is an idea of SDI of this social, organizational and technical infrastructure around geospatial data for access for use, and so forth. The kinds of content we're looking after, GIS data, vector data, things like that, a real mix of types -- orthophotography, also some other remote sensing imagery like light or laser imagery data and also digital maps.  Now we’re looking at a broad range of producers, but the real focus is county and city level, because that’s where the really rich, and very much at-risk content is.  And I'll highlight some of these content types in a bit more detail.  

A key resource is vector data, Vector GIS data, also called point line and polygon data.  Individual local agencies would put out large numbers of data layers.  A given county might have between 10 or even over 100 different data layers.  Listed there are some of the frequently available types.  There are -- most of these data layers are subject to constant update, and yet for a lot of local agencies overwrite of data is still a practice; this notion of ‘kill ‘n fill,’ as it was described to me by somebody in the industry.  This idea -- you know, everything is focused on the best available data, which means most of the time the most current data.  So with the project we're trying to address that issue.  

I should point out that the project -- while we are building a repository of content that we're requiring, the real goal of the project is to start the conversation in the state, and so the repository and it’s development are really just a catalyst for discussion, where the end goal isn't so much us getting the content, but improving the data management practices.  At the local level, also getting the various and state entities like state archives, state GIS clearinghouse, and also the national – the federal spatial data infrastructure elements involved in this issue.  Another type -- not so much at risk as the vector data, because it is static -- but this is digital orthophotography, orthorectified, meaning it's essentially turned into a photographic map as the distortions are taken out.  It can be overlaid with GIS data or used to create GIS data layers.  

Individual counties, in some cases now, have several flights of this data.  They've gone from initially every three to seven years, now some counties running flights every one to two years, and the sizes of the data flights are getting larger and larger.  So whereas we originally thought we might have five terabytes of data during the project of this type, it's really ballooning beyond what we might have planned for initially.  Another type is cartographic information, and this is becoming more and more prominent the last two years; really the more true counterpart to the old paper map.  And this is where we see maybe some intersect with the Web-harvesting domain.  In that a lot of this content is PDF content.  We've seen a lot more just in the last two years; just a real explosion of content, but also things like GIS project files and Web services interfaces, where you interact with Web services applications, and that becomes essentially the map.

Now, emergent types that we're not dealing with yet – in the early focus of the project, but have really come on the scene in the last two years -- are these sort of place-based data resources that are really being driven by mobile location-based services applications creating new demand and possibilities for new kinds of applications, because whereas this kind of content before might have been available sporadically, it's now becoming available comprehensively.  Now, a couple of those examples you might notice aren't really from North Carolina, because we have not yet been able to obtain some of those because of some of the strict licensings surrounding things like, for example, oblique imagery.  But one of the interests in this kind of content is whereas orthophotos are straight from the top -- you can see the roof but nothing else, it doesn't really tell you the function of the building --  with this kind of content you're either from street level or obliquely from the air.  There’s a lot more -- you can get a better sense of what a place was and what its function was, and there can be a lot of historical value with that.  There are a lot of people talking about these triquarter applications, where, you know, in this location-based services environment, with your cell phone or iPhone, whatever else -- and you are out there and wanting to see a place as it was at some point in time, and there will be some value for this content.  
What are the risks to this content?  I talked about the overwrite and ‘kill ‘n fill’ aspect.  There are also a lot of technical risks.  Geospatial content tends to inherit a lot of the problems that other content types have, and you add to that the fact that you deal with a lot of multiformat or complex multifile multiformat objects.  And so there are a lot of challenges here, and I overemphasize the key issue.  

Really, the biggest problem is just getting the stuff, because there is so much of it, and it's so defuse.  But if we can get our hands on it, we still have problems with data formats, lacking metadata, increasing the content being made available in spatial databases, where a whole bunch of data is thrown together with complex behaviors and interactions and notations, and put together into something that's going to be very, very hard to preserve.

Now, what's this data used for?  Now, in the current sense -- and this is from a survey done by NC OneMap three years ago, a wide range of different applications.  And again, most of these applications are looking for best available data, which means the most current data, which tends to kind of push the old data back into the closet, or on the tape, or something.  

Now, this just shows what the local agencies themselves are using the data for.  State and federal agencies have – there’s a lot of demand from them for this as well because the local data is so detailed.  It is used to improve both state and federal data products, things like census maps and so forth.  It's also very high demand in the general public and private sector.  We actually have maintained a list of county GIS resources on just a Web page at the NCC Library since 2000.  It's now the third most popular entry point into the entire library Web site, after the home page and the e-journal site.  That's because there is so much private sector domain for this content.  The hard part is selling the importance of the older stuff to data producers and to the industry, and what we've tried to do with that is to find and harvest use cases for older data, applications that use old data, because this is what helps us solve the problem.  

And one of the things we have been doing is talking to local agencies.  We actually recently did a survey of local agencies and their practice, if they are archiving data, and if so, what are they using that data for?  And it's been very helpful for us to learn a bit more about what the possible uses are.  We use that to market the problem.  And it's also a very powerful message when peers hear that their peer agencies are using older data, saving it and using it for certain types of applications that their management wants them to do.  It's a strong message, much more powerful than if we say, you know, “You should save your data.”  They respond very strongly to what peers are doing.  So there are lots of things.  In terms of land use change over time, looking at differences in impervious surfaces and so forth, we're doing things like flood modeling; a lot of different applications, site location analysis, things like that.  Looking for past uses of land before, while doing site location analysis for businesses.  Things like that.

Even our state government partners, as we got going with this, thought they should go back and try to resurrect some of their older data.  They found it was a real challenge.  It was a surprise how difficult it was to kind of go back and pull some of this stuff off tapes in the closet.  And they have been going back now and resurrecting some of their older content; things like municipal boundaries, where historically we have not been able to get access to older versions of this data to see changes.  And so now this data will become available for the public.  Now of course there is also the cultural heritage aspect of this, and it's not the selling point we use when we go out and talk to the industry.  The project is mostly about engagement with the spatial data infrastructure and engagement with industry.  And most of the time we're trying to find the selling points, but, of course, the value is cultural heritage.  

And I know a lot of you are familiar with Sanborn Maps.  That content was made for very specific purposes, focused mostly around fire insurance and so forth.  Of course, now anybody doing primary research back a century ago goes to this content.  We see the state, particularly the county and city content as being very much analogous to this; very detailed, very local, very current.  And it's really hard to anticipate what people might want to use it for in the future.  
I want to talk about a few of the challenges we face with this content.  Some of them are technical, some not.  One is for vector data, for GIS data; there is really no good open format we can rely on, so right now, actually, the most durable, reliable formats we're looking at for medium term are actually proprietary.  There are some open options, but they have problems, lack of adoption, or having too many profiles, things like that.  So we worry about tool support.  

Also, vector content is increasingly being stored in databases where it's not just the individual data layers, it's all those other things wrapped up with those, and that creates a real complex challenge with a lot of different possible territorial approaches, in case the spatial databases were actually taking three different approaches of cartograph representation.  So really, the counterpart to the old map isn't really GIS data, it's a selection of GIS data sets combined together with things like classification, symbolization, annotation, data model outputs and so forth, pulling it together into a map.  It's not the GIS data.  And yet, the problem is this content lives in very complex objects; things like GIS project files. They're not known to migrate well, even in their own software environments across versions.  
PDF documents, which are just exploding, and now we also have GoPDF, which is sort of a variant on PDF.  That content is exploding on the Web.  We're trying to get a handle on the risks with this complex vector content in the PDF environment and in Web services interactions.  Of course Web services, one of the problems in the GIS -- well, I guess challenges we face in the GIS spatial industry is that there is the shift to Web services, and it makes sense.  The content is huge.  The operations are complex.  If you could push those, leave the content on some remote server and have somebody else do the operation, the data processing and just connect to the desktop, you know, it's pretty efficient.  

North Carolina, we don't have a lot of demand for Ohio data.  Rather than acquire 300 gigs of ortho imagery from Cleveland, we'll just point the user to a Web service.  The problem is, history has shown oftentimes it's secondary archives that survive through time, and, you know, fewer and fewer people are acquiring this content to put it into local collections.  And, you know, there are fewer opportunities for particular instances of that data to survive.  The other issue with Web services is that these interactions in themselves are becoming document-like, and people are making decisions based on these.  And the question is, how do you save data state in these kinds of environments when you make a decision?  There’s lots of challenges in that area.  

And another challenge, metadata.  And so this is part of the recent survey we did about archiving practice in the state, and you can see only about a quarter of the counties and the cities that we asked were saving FGDC metadata; that's the industry standard for metadata.  Some others had some local variance or minimum metadata.  Even to the extent the metadata exists we have problems in the sense that we need to normalize the metadata.  It comes in a variety of different structures and encodings.  We need to synchronize it with the current data.  The data and the metadata are very commonly asynchronous.  They are created at different times, because the data is living.  That metadata, the author -- they're done.  They think they're done for good. Meanwhile the data has gone through format change and things like that, and then remediation, because there may be basic elements of the metadata that might be wrong or that need to be filled out.  If there is no metadata, then we can create some minimum metadata through some automated processes.  
Directions for the project, where we're going; I talked about it being mostly about the dialogue more so than the repository, and so one of the things we have been working on is inserting the project into the various discussions in the state so that the preservation use cases, archive use cases are part of the discussion in the various spatial data infrastructure, things that are happening; so for example, a center line data distribution system that's being developed.  
Our biggest cost in developing the archive is getting it.  I mean, there are technical problems, there are all these other problems in just processes.  

The biggest problem is getting it, because the points of production are so diffuse that making it cost effective to acquire from 100 counties and 50 cities is just hard.  But for example, a center line data distribution system is being set up which will allow us to use one single method to get center line data from 100 counties.  It will come with well-established provenance, because it will be coming directly from those counties through the hub, and it will come with metadata.   And so that's not being done because a preservation is being done, because of road construction needs, disaster preparedness, Homeland Security, things like that.  That's driving this effort, but we get a seat at the table, a voice in the process, and we can then leverage that infrastructure into the archive process.  

So it's about dramatically lowering the cost of developing the archive in terms of acquiring the content, because that's the biggest problem.  We can worry about formats only if we can actually acquire it, and there is so much of it living in so many places, we need more efficient processes.  And that's just one example.  There is also the orthophoto exchange network, local state and federal data sharing agreements.  In all of these cases the archive is either getting hooked into the data flow process or getting a seat at the table in sort of hammering out the data sharing agreements, to make sure that archive use cases and rights are represented in the process.  We've also, in terms of industry engagement, worked to co-establish a data preservation working group within the OGC, Open Geospatial Consortium, which is the industry group running in the sector.  It’s made up of -- the voting members are software vendors, data vendors, data -- the major contracting and consulting firms in the industry.  

And it's really about engaging them in this process, trying to help them see this as a problem it's in their interest to solve, to build temporal components into specification development, to make some accommodation for data overtime and forth.  And then increasingly, working directly with the state archives; not originally a direct partner of the project, but as time went on it became very natural for us and the state GIS agency to work directly with state archives.  Really, as an example of existing infrastructure in the state they have local records outreach processes, records retention processes and so forth, and they're very interested in infusing all that with the geospatial component.  And so, pulling them into the discussion has been one of the very useful outcomes of this effort.  And that is probably it.  I think I'm going to have a little time for questions.  I might have run a little fast; I was worried about my voice cutting out on me.  Yes? 

Female Speaker:  

[Inaudible].

Steven Morse:  

Street center lines.  So a county will typically model a street as a center line, and will have addressing.  Counties and cities care about different things in data, so counties -- county data is very much driven by tax assessment.  So the ortho imagery I showed you, the main reason that is created is tax assessment.  They use that, then, as a base layer to create their tax parcels.  If they're going to make a second vector data layer after that, it's usually the street center lines that you can use for routing geocoding and also locating the parcels along the street network.  Cities like to model streets as curb and gutter lines, so in a city you won't necessarily see the center line.  You'll see the curb line and gutter line, so you see two lines for street.  

So a county -- you see one line, and it's got addressing.  And it has addresses so you can use it for geocoding, which means you have a whole database of names and addresses.  You can automatically add them as points on a map, or you can get routing applications; you know, all the online mapping and routing applications use that stuff now.  The county data is really the core resource that's used; private companies like Tele Atlas and so forth that also then license their data to companies like Microsoft and Google and so forth.  A lot of that data is originally from the county level.  It's getting improved sometimes by the private vendors, but that's the county center line data.  Yes?

Female Speaker:  

[Inaudible].

Steven Morris:  

Yeah, well, we actually just did a survey, frequency of capture survey, because that was one of our biggest questions.  We started out, we should go back and capture, you know, these different framework data layers like cadastral and center lines and zoning and jurisdictional boundaries, at whatever interval.  Okay.  What's that interval?  We had kind of a sense of production processes that cadastral -- that they have an annual review cycle, so annual might be good.  You have real differences in production processes between counties, so one might be continually updating their cadastral database; cadastral's their land parcel property line database.  Others may be doing a batch process through a vendor, so it's real different.  

And so we actually just did a survey of 100 counties and 25 cities asking them, first, if they're doing temporal snapshots of their vector data, and if so, for cadastral, jurisdictional, zoning and center lines we ask them what frequency, what format, if they're doing a conversion, and if they're saving the attribute data with the data or separately from the data.  And that's going to be published -- yeah, published on our Web site fairly soon.  And it's interesting; there is a wide divergence in practice.  Some are claiming to archive daily or weekly, and at first we thought -- we tried really hard to make it clear on the survey that we didn't want to know about backup practices.  This is not about backup; it's about saving things with the intent to keep.  And so a lot of them started to say daily or weekly; we thought, “They can't be right.”  But with some of the emerging spatial database technology they might be doing that – they might actually be doing that.

But yeah, we can share the results on that.  And we’re trying -- the plan is to work with state archives to try to come out with some sense of best practices.  We need to dig into the data a bit more and try to distinguish between well-established operations that have been doing this for a while and have kind of streamlined their process, versus some of those that -- there are a lot of them we have been talking to, they said, “Well, we'd love to do it.  We just don't know how; you know, what's the best way to do it?”  You know, “How often should we do it, what format should we save it in?”  And that's what we want to come out, so you come out of this as a set of best practices.  I have time for one more question, if there is one more.  Okay.  Thank you.

[applause]

Female Speaker:  

Can everybody please take their seat?  We're getting ready to begin again.  Our next presenter today will be Micah Altman.  He'll do a presentation on preserving social science data through archival collaboration.

Micah Altman:  

You can come in and sit down.  Good afternoon; thank you all for coming and lasting this long.  I noticed that in the program it says political and social science data, which is a bit of a misnomer from my perspective, because it's all the same thing.  There is but one social science and variance of it, and certainly we study the same sort of things.  So I am a senior research scientist at IQSS, which is the Institute for Quantitative Social Science, not political, et cetera.  We just consider it all the same thing.  And also the archival record of the Henry A. Murray aAchive.  And I'll be talking about the data pass project on behalf of a number of other partners.  So the basic road map of the talk is, first we talk about the past, what we figured out, the present, what we're doing now, and projects in the future; what we're planning to do.  

And there are a number of indicted and unindicted collaborators and co-conspirators, including my colleagues at UNC [University of North Carolina], at ICPSR [Interuniversity Consortium for Political and Social Research], University of Michigan, which was the lead organization on this project.  And the Roper Center is a huge one, and NARA [National Archives and Records Administration].  So what are we collecting?  We're collecting digital social science data.  It's pretty simple.  What's digital?  Stuff that's made out of little numbers.  And it ranges.  The normal sort of stuff, optical disk, magnetic cards, you can store it on paper.  Social science is unusual in this area, in that we started using digital stuff [inaudible].  The census in the turn of the century was using [inaudible] cards, which were essentially digits on paper.  And it was political scientists and other social scientists that really started to figure out in the ’50s that if we didn't start putting this data somewhere, we would never be able to get further in doing [inaudible].  

And so the first data archives, as such, were created by political scientists, and later broadened out to social science.  And ICPSR used to be called ICPR, but we [inaudible].  So what's social science?  Well, social science has all the good questions.  It really has all the best questions, because the best questions are about people.  And social science is all about people; their social questions, class, crime, what makes up social movements.  Okay.  I have to stand right here.  Otherwise -- if I look a little rigid, it's because they're taping me.  Social science is all the good problems, all the good questions you want to ask about class, crime, social movements, culture, family, folklore, and that's not all.  It's -- that's a model family there.  Economic questions about wealth, prosperity, labor, business, equity, psychological questions, cognition, attitudes, stereotypes, politics, justice, democracy, public policy, public administration, international conflict.  

We have all the good questions.  We don't have very reliable answers.  And the answers change.  And when we come up with new theories we have to revisit the answers, which makes preserving data even more important.  So, data -- they go anything from raw measurements to numeric tables, administration records, and now e-mail.  Video and audio interviews, transcripts and blogs.  Blogs are this wonderful research tool, right, because -- sorry.  Blogs are this wonderful research tool because there are all these subjects, research subjects that just want to tell you stuff.  Right.  So nowhere in the world do you get millions and millions of research subjects just putting data on the Web for you.  We have no idea about how to collect and preserve that, but we're, you know, we’re starting.

So why do we do this?  Well, data access is the key to science.  Science is not only about being scientific, doing things in a way that's testable, in an ordered way.  It requires community, it requires competition and cooperation in the pursuit of common goals.  And you’ve got to have the same stuff, right?  You've got to have material that the community accesses.  I'll tell you, as a researcher, when I get together with collaborators and we do work there is always some data at the core of it.  You know, you get together to write a paper, but there is a core of data there.  You get together to do another experiment, there is a core of data.  And a fundamental value of science is replication.  If that data isn't there, then those numbers in the tables -- what do they mean?  And when you base a regulation, public policy on that, what does that mean?  

So, scholarly articles are summaries, right?  They're boiled down information.  They're not the actual research results; that is data.  But data access is spotty, right?  And we need to be able to move from publications back to data.  Finding the data is still hard, and in a lot of cases it's not preserved, nobody verifies it.  And if you do happen to find it, how do you know it's the same stuff?  I did a little replication article where we were going to examine some methodology, new methodology, and we just got some data from a published journal article.  This was the top one percent in terms of reliability.  Somebody saved their dataset, tried to get it back from the census and redo it from scratch.  Couldn't do it, because they changed it.  They made it better.  It's now a better CPS for 1986, but it wasn't the same.  And so we need to know it's the same, for some, some issues.

Now, there is another reason why we want to collect data and we want to preserve social science data.  It also is the key to democracy.  Where do statistics come from?  It comes from state-istics, which is the numbers that are used by the state to manage processes, and also it's what we need to manage the state.  So science informs public policy continually, and we need that information.  
So how does this data get lost?  Well, ICPSR has been doing a research project on this, and they've gone to thousands of researchers at this point who were thought to have data, who once had data, and they sort of asked, where is it?  Do you have it?  What happened to it?  And here are just some examples of how data gets lost.  It can be intentionally discarded; I keep it for 10 years, then I throw it out, or in accord with APA, five-year post publication rule. I've looked for that rule.  I don't find it, but maybe that's one of the things that got improved.  Unintentional technical malfunction; it was considered sensitive, and then we had to destroy it because we couldn't share it.  It was destroyed in the flood.  I retired and I didn't have room for it.  It was stored in a list machine.  For all I know, it's somewhere, but --

[laughter] 

-- it's been years and I don't know where.  So how do we identify stuff that's at risk for being lost, and that might be around somewhere on some list machine or punch cards or university server?  Well, one place that the project has been looking at is past grants and awards.  Whenever NSF or NIH gives money to someone, there is a high chance that they produce some data.  And there are databases of all those grants.  So Michigan has been going back and contacting people and figuring out what happened to all that stuff.

Private research organizations, there are a whole group of organizations that are sort of subcontractors for research, and they have stuff.  Polling organizations; that's the Roper Center specialty, and journals and other researcher associations.  And we are actually starting to work with journals currently to develop processes where they reposit data directly as articles are published.  
How do we collaborate for preservation?  Well, it's hard getting a group of different organizations together, and so there are a number of building blocks.  One set of building blocks is the partnership agreements.  And there are agreements to establish good -- or actually, the end of term is “not-bad practices.”  That's the official term.  So we've developed some not-bad practices for preservation copies, for transfer protocols in case one data archive should go away.  

And we cooperate on operations.  So we've developed a master list of leads to data at risk, to data that was mentioned in articles, to journals, other archives that have gone under, and then pursue them with some shared acquisition criteria and selection criteria.

We have some not-bad practices for metadata, security, confidentiality; you can find these on our Web site.  And we've developed a shared catalog, which has all of the partner's holdings, and it's a mechanism for unified discovery content exchange, and we've layered some additional services on that.  
So let's talk about some of the things that have been rescued.  And these are just a few examples of sets of data: one is the USIA surveys.  Now, the U.S. Information Agency was an agency, federal agency, and it informed the foreign policy of the United States by conducting surveys in other countries about things like U.S.-Soviet relations, Libya, arms control, Nicaragua.  

And so you'd think this was pretty important data, and, in fact NARA has surveys from 1970 to 1990, but they didn't have the surveys before that.  And these not only were articles written based on these, but these directly informed foreign policy.  So to understand policy we need to be able to see some of this stuff.  And remember that social science always has these contingent answers, so we're going to keep changing our ways of thinking about what these things mean.  So we're going to need to go back and look at them forever, until we understand everything about how foreign policy works, which -- maybe that will be next week.  So between Roper and NARA and going out to other universities and finding this stuff, we managed to put together a much more complete set of USIA series.  

Another example that we collected at the Murray [Archive] directly was the longitudinal study of personality involvement.  This was an over 30-year project, and it's just the most intensive psychological study of personality development in existence, at least as far as we know.  It has hundreds of different psychological measures, thousands of variables, 30 years of data, and it was sitting in the garage.  And it's also the basis of hundreds of publications.  And the best thing about this is that it shows how whining kids are more likely to grow up conservative.  And this is a very important finding, and without this --without  the data you can't see why.  
[Laughter]

But it's a rich, qualitative, quantitative dataset.  So they're the numbers, and then there are the videos.  And you can see these small kids getting whinier and whinier.  It's great; gives a real depth to the data.

There is -- Odom and Roper have been focusing on polls, and one of the things that Odom has managed to collect is the national network of state polls.  Now, there are all these little polling organizations and they're very good at creating surveys and asking important questions about local and national matters in the local context, but then the data just goes away.  So, rather than go through lots of other data -- because you can see what we've managed to make available and fully process in our catalog now.  Here are some selected topics and some selected sponsors, and you can see this data was paid for by NSF, NIH, the Ford Foundation, Ronald McDonald House.  We're going to need them to go back and ask them for some money to preserve this.  Bill and Melinda Gates Foundation.  MacArthur.  

Lots of organizations are paying to have this data created, but not very many are paying to have it capped, which is a sort of irony here.  And we're very glad that LC is enlightened.  So this is part of what we've done; I'll show you where you can find some of it.  This is in the data path shared catalog, which is run by the Harvard MIT Data Center [HMDC], and that's another one of my hats.  It's a unified catalog of the partners’ entire holdings, and according to one of our partners from NARA, this completes the unification of social science data that was the dream of the first council of social science data archives in 1969, which was also NSF funded, by the way.  So eventually -- it took a while, but we're here.  And what does it do?  You can discover stuff, you can search, you can browse, you can get the metadata in both human and machine interfaces and provenance, too.  

And it has some delivery services.  We use this as a prototype for replicating some of the data that was provided by the partners, and for layered analysis so that you can run statistical analyses on these data sets, even though they're living in other places.  And here is a simple, easy, quick diagram.  But essentially, data lives over there, the users over here, and in the middle is this catalog.  And it indexes the metadata, but it fetches the data from the partner sites and then does stuff to it and passes it on.  And here is some of what it looks like.  So here is a catalog, and you can get the data, you can run statistics and make pretty pictures out of it.  
Now, part of HMDC and IQSS's role has been to develop technology in support of this.  And one of the things that we have developed and what is used to power the catalog system, is called the Dataverse Network [DVN]. And this is a data center in a box, a digital library in a box, and it's open source, it's available under GPO.  It's up on SourceForge[.net], so you can get it.  Even better, we offer virtually hosted archiving, which means you don't have to get it.  You can just come to us and click on “get your own dataverse,” and we'll host it.  And that means there is nothing to install or no thing to install, depending on how you like the spelling.  But you can theme the site to look like it's on your Web site.  And you retain control over it, except that we back it up and we preserve it.  
What's in the future?  Well, here is what some of the deviant virtual archives look like.  We've also been working on citation standards, and data citation standards are minimal.  I mean, if you look in the ALA guides, data or computer file -- which is very helpful, because, you know, computer files are so specific these days -- but what do you need in a citation? You need to be able to get to the data from the thing that you're including the citation in, so there is a persistent identifier.  And you need to be able to check that it's the same thing.  And this checking technology is something we've developed that's called a universal numeric fingerprint.  And it's a way of checking the same thing, regardless of what stat backups you're in, by essentially doing what is called a cryptographic cache, which you do all the time in computer science, but on an abstract canonicalized version of the data.  So that's the near future.  We've done that, it's being adopted; the future replication as institutional insurance.  What are the causes of preservation failure?  Well, there are a lot of external causes; third party attacks, institutional funding, changes in legal regime.  

There are also some internal issues, unintentional territorial modification, also known as – oops, loss of institutional knowledge and skills, loss of institutional mission.  Happens.  So any time you have a single institution under a single legal regime, your preservation is at risk.  And one step to allow multiple institutions to partner is these collaboration principles we've created in data pass.  And another is the technical infrastructure to distribute data, and to distribute data in a way that follows the archival principles, so that we can – we can define the data distribution process in terms of archival units and allocate storage between small and large archives in a fair way, and keep copies as things change, because data does change.  And sometimes we want the best data, and sometimes we want the data that was actually used for a particular article or for a particular policy.  
And at last, the long-term future is to not just follow the research cycle, but to be planned at the beginning of the research cycle.  I think that involves best practices like citation, so that when researchers are publishing they're thinking about data and where it lives, and technologies that move data management back into the research work flow.  There are a bunch of URLs.  Thanks, questions?

[applause]

Male Speaker:

[Inaudible].

Micah Altman:  

The dataverse is an open source software that you can set up on your Linux box [inaudible] provides a complete data archive.  So [inaudible] do analysis on it, things like that.  It also supports what we call archival virtual hosting, which means that you can set up not just your archive but any number of archives.  And they have the same storage system, but they have different themes, virtual collections, curators, policies, what have you.  So what we've done is set one of these dataverse networks up at IQSS.  Odom Institute is setting up another.  And we're opening it up so that people with -- well, if you've got a terabyte of data you have to talk to us, but people with reasonable data requirements can come store it on our server.  We're endowed; we can back up the bytes and manage it there.  Or you can take the code off the SourceForge and sell it yourself.

Female Speaker:  

[Inaudible].

Micah Altman:  

Well, there are a number of things that make social science data different.  One is that we have been doing it longer, I think, because things have been born digital in social science, and we have been having to rely on that for a long time.  We didn't think about, at the beginning of the project -- well, how are we possibly going to preserve this weird stuff that we've got, which I know is an issue with some of the more complex and new formats.  But what are the incentives for people giving this to us?  What are the incentives for producing it?  How is it used, what are the incentives for partnerships, how do we develop shared practices?  It's not a dataverse or LOCKSS question, really.  In fact, part of the replication project is to have DVN and LOCKSS play nicely so that LOCKSS can make copies of things and DVN can present them and allow you to manage your archive on a day-to-day basis.  

And one of the things that DVN does is give credit.  It gives credit and responsibility.  You get credit for putting the data up.  You have a citation that's in a standard format and is actionable.  And you have responsibility because the journals can set these up, and now they have a way of more practically assuring that when somebody does publish an article, they can put in the data.  They had to take it on trust before.  But now there is a way to say you can put it in, you can embargo it, but we can make sure it's there, we can check signatures to make sure that it is the data that the article depends on.  So it's a community-specific solution, I think, to the incentives and uses there.

Male Speaker:  

[Inaudible].

Micah Altman:  

That's an interesting question, and I have to answer with another project, a successful one.  A lot of the data that we deal with are in tabular form, or can be represented as sets of tables.  And for that sort of data there is a metadata standard called the Data Documentation Initiative or DDI, which was -- ICPSR was one of the leads on that.  And that is an XML description of all the stuff that goes into an Access or a Lotus file that's not numbers, like value labels and observation type and question labels and all that sort of stuff.  

And then for the stuff that is numbers or plain text screens, we flatten that up out into just plain ASCII or UTF8, if it's got international characters in it.  So we end up with the limited file of numbers or observations.  And then XML, that describes everything; all the context for that, including all the question labels and value labels and descriptive statistics and things like that.  And we also, at that point, generate a citation, a permanent -- which is a permanent identifier and digital fingerprint, so that when we do migration later we can tell whether we've done it successfully by matching those fingerprints in the new format to the fingerprint in the old format.  Thanks.

[applause]

Julie Sweetkind:  

Hi.  I'm Julie Sweetkind from Stanford University, and I'll be talking to you today about the NGDA project.  Over the last decade, the increased amount of geospatial data has altered the way that I do my collections at the library, and it's also created a need for us to grapple with the issues of digital preservation.  The two eventually go hand in hand.  Collecting digital materials without considering how to access and preserve them over time will certainly lead to content loss.  
The talk that I'll give you today will focus on the work being done by the two nodes of the National Geospatial Digital Archives[NGDA]  to preserve geospatial materials for the future.  The NGDA was formed in October 2004, by the University of California, Santa Barbara, and Stanford University, after receiving funding through the Library of Congress's NDIIPP program.  With the recent extension, the program will continue through April of 2009.  

The goals of the project are to form a series of archives for preservation of geospatial data, to collect at risk content, to create collection development policies for content selection, and to write policy agreements that cover retention, rights and obligations for the contact providers and the archives to follow.  At this point, I'm happy to say, both the archives are up and running with adjusted content.  Tests of metadata [break in audio] federation in the Alexandria Digital Library Software have been successful, and collection development policies have been written, and contracts governing intake of content are nearly done.  Those have only taken a couple of years.  So, thanks to Steve; he explained a little bit about geospatial information, so you'll get a refresher in case you forgot from earlier.  
Geospatial information comes in many forms and from a variety of producers.  Content is being collected in both vector and raster formats. Vector data includes points such as cities or wild life spottings, lines like roads and river networks, and polygons, which could be county boundaries or watershed districts.   Raster data are continuous layers of information such as rainfall, temperature and imagery coming from places like satellites and aerial photographs and georeference maps.  Data are also held in geodatabases, relational databases hosting geographic features and attributes.  
Spatial information has always played an important role in decision-making, and now is no exception; it's used by policymakers, agencies, researchers, students and individuals.  Nearly all map creation today is digital, and it's used to manage city, county, state, federal and commercial spatial information.  Geographic exploration systems such as Google Earth and NASA's World Wind have generated a huge interest in geospatial information amongst the general public  who want to see, use and interact with this new resource. And this is something that's come on the scene since we've started working on this project.  There is an ongoing need to track both natural processes and human endeavors: climate change, habitat loss and migration, rates of poverty, incidence of disease, movement of people, housing costs, earthquake frequencies.  
Geospatial data is often at risk due to a variety of factors, many of which you've heard of earlier today.  First, much of the geospatial information being created in the United States is by government agencies at all levels.  We receive paper materials through the Federal Depository Library Program. Increasingly, the content, though, is no longer delivered in paper format, but is made available over the Internet. The sources of content are diverse and often hard to find.  Individual groups within agencies may house their own servers, which they can take down at a moment’s or no notice.  Many groups creating data at all levels of government are not funded to archive the data that they create.  The change from paper to digital format creates pressures on institutions whose mandate is long-term preservation of collections.  Work is being done to create new library models for preservation and good answers are emerging, but there are no cheap, easy, quick solutions at this point.  
The variety of geospatial formats is stunning.  Formats change regularly and fall out of use.  In order to preserve the formats, we must understand them.  The most popular GIS formats, as Steve mentioned, are proprietary, making it difficult to learn their specifications, and they require specialized software to view them.  

While format registries have been built to collect metadata about nongeospatial formats, no such registry exists for geospatial formats.  This is something we're having to create ourselves.  
The volume of information created on a regular basis is stunning.  For example, raw MODIS data, which is land cover data, streams to the Earth at a terabyte a day.  I'm happy to say we don't feel overly responsible for collecting that.  But the national elevation dataset, which is something that's being used heavily by researchers, requires 60 gigabytes of space for that one single layer of information.  Geospatial data, by its nature, changes on a regular basis, and it requires versioning.  We must keep different time slices of information – different time slices for the same information set.  Groups who create the digital maps and data may not version their data, and instead continually adding new information.  This makes it much harder, if not impossible, to look back at a specific point in time.

Many people are interested in the latest information in content, especially in the business world.  It's the role of the universities to collect and preserve this content for future -- use by future generations.  Without a clear understanding of why historic information is important, it's hard to get people interested in paying money to preserve it.  
So, preservation comes with a series of challenges, many of which you've heard about throughout the course of the day.  First there is the challenge of internal change; people, systems such as hardware and software, policies, and funding all can change on you.  Then there is the challenge of external change.  Platforms, software, format and the sophistication of digital media is continually growing.  Creativity is a challenge for those of us trying to preserve.  People are coming up with new ways of creating and interacting with content, and we have to find a way to cope with that.

Time.  How much time does it take to figure out a preservation strategy for each cultural artifact that we get?  How is that weighed against everything that has to be preserved?  In terms of money, what does it cost to store the media into the future, say, to hire the staff, to build an archive, to migrate the files, to collect format information, and so on?  And then finally, knowledge; how well do we understand what we're even trying to preserve?  What do we know about things, like, say, migration to new file formats?  
So, what do we do really well right now?  The world we know and will know for some time is the world of paper.  Paper documents continue to be produced, and will be into the future.  Years and years of work have gone into spending – have gone into creating highly functional systems to manage a paper library. At the same time we need to deal with a new digital library, so what you see on the screen is the new digital library at Stanford.  It's Forsyth Hall, and it's right next to the multitiered parking lot.  It's a nondescript building that houses the digital repository infrastructure for our library.  Around the world, the digital libraries of the future are being created.  No doubt the process will consume us all for many years to come.  
Here is just a quick example of a workflow for a digital preservation environment.  It includes ingest mechanisms, storage management, backup systems, delivery stores and applications which will get the content to the end user.  It's the maps, the map cases, the book stacks, the preservation unit, the catalog and the access mechanism, all in digital format.  
So now let's turn to the content being collected by Stanford and Santa Barbara.  As you will see, each collection presents challenges and benefits as we work to preserve the materials into the long-term future.  CSIL, or the California Spatial Information Library's role is to provide public access to geospatial data about California by state, regional, national, and interestingly enough, international agencies and groups.  The CSIL data are challenging for us to archive.  Why?  First, the issue of vectoring.  Vector data are updated on a semiregular and unknown cycle.  Old data are removed when new data are uploaded, so for example, the Department of Transportation will send their file to the folks at CSIL to be put up onto the Web site to be downloaded.  CSIL takes down the old set and puts up the new one, but they don't know, necessarily, when they're going to get the new one.  There is no systemic effort to save the old datasets, although they do their best to keep everything that they've gotten.  

Raster data is different in that new information is being continually added, but there is no mechanism to tell us when that new thing has arrived, so in order to preserve this content we have to keep going back to check.  The vector files are all in ARC format for use in ESRI products.  Most ARC formats are not understood very well for archiving purposes.  Currently there are about 3.4 terabytes of data in this group of data, and it's growing at a rate of about a quarter of a terabyte a year.  State funding is given to the agencies, which produce most of the data.  Money is given to CSIL for hosting the data.  Little if any money is given to either of these organizations for long-term preservation of their information.  It's a challenge with state agencies to find out if the data are copyrighted and who has the signature authority to let us house and redistribute it, and that can change agency by agency.  On the benefit side, there is excellent metadata with almost all of these data files.  It's created in our catalog, it's FGDC standard in an XML format.

Also, UCSB has a very longstanding relationship with the employees at CSIL, and that's certainly made a deal with them much easier to do.  We found that relationships and trust definitely matter.  And finally, people can come to us for the information.  We can archive it.  We're also allowed by them to serve it to the public.  The California Geological Survey has been hampered by a lack of stable funding combined with severe budget and personnel cuts in the library and in their publications office.  And it's created a need for the CGS to handle their content in a couple of ways.  They need to show that people are coming to their Web site to look at their content in order to help continue their funding, so page counts to them really matter.  They also need to be able to sell some of their publications in order to recover costs.  This means not everything gets put up on the Web, nor do they want it redistributed for free.  

Again we're dealing with proprietary formats, and again the copyright status of the content is not always clear.  The Web page may be copyrighted, but not the data that's actually contained within the Web page; again, difficulty in knowing who has the permission and the right to sign an agreement with us to say that the content can actually come to us.  On the plus side, they're fine with us archiving their Web content, and they were pleased that we wanted to take it, knowing they had no money to do it themselves.  We agreed to honor their copyright, and direct people to the site when they wanted to download information.  The Stanford Geological Survey -- and Stanford did have its own geological survey for about 100 years, from 1895 to 1995.  The students would go out into the field during the summer and learn how to create topographic and geologic maps.  

In 2001, Branner Earth Sciences Library and Map Collections received LSDA funding to catalog and digitize the collection.  The digital collection is now part of the NGDA content.  Challenges for this are that we had to send letters to every single creator who graduated from the survey, after 1923, and ask them if we could get their content and digitize it and put it on the Web site, and I was very pleased that we had a 60 percent return rate, and every single one of them said yes.  So that was an amazing amount of return on asking for this approval.  Due to budget limitations from that grant, very rough geographic information was included with each record.  No matter how large the scale of the map, if it's inside a county, the county coordinates were used.  This places the image in very rough geographic space, but that was part of the constraints when we were creating the metadata.  

Well, a couple of the benefits are obvious; one is that it's an internal collection, so we can do with it pretty much what we want to, now that we have permissions from the authors to do so.  And the collection is unique.  No one else has it, so we need to make sure to preserve it.  The David Rumsey Map Collection was built in paper format over a period of about 25 years.  David has been creating an analogous digital collection for at least 10 years.  We're going to take a few minutes, and we're going to look and examine this collection a bit more closely.  It gives us an opportunity to look at the issues that arise when working with information that's available over the Web, available in many different ways, but inherently the same content.  David's image collection is now nearly three terabytes in size just for the TIF imagery, and is continually growing.  

We've ingested this into the archive and will set up a schedule with him to ingest new content as it's created, because his digital library is growing all the time.  He's created TIF files, JPEGs, JPEG2000 files, MrSID files, Shapefiles for use in a GIS, and a few QuickTime movies.  As you'll see, the display mechanisms are many.  What has certainly made the process easier is a longstanding relationship with David by both myself and Stanford University.  We know and trust each other, and understand the benefits of working together.  David has created low copyright barriers to preserve and display his materials, and he has a full-time librarian – a part-time librarian, Phil Hoehn, who catalogs his images in both their preferred format, which is LUNA, and OCLC and MARC.  David considers the LUNA metadata to be the catalog of record, but that doesn't include coordinate information, so we're having to pull the coordinate information for each image from the OCLC record. Also, the LUNA cataloging is done ahead of the MARC cataloging, creating a need for us to go back and get the coordinate data at a later date.  So here we are.  
I'll give you a little eye candy to help you through the late part of your afternoon.  Let's go back and look at a variety of the display mechanisms created by and for David to highlight his content. Originally instilled, the imagery is accessed and displayed through the LUNA insight JAVA client.  It allows you to view the materials in the same image space, and also to create unique presentations of the data.  You can also get it through a browser version, and here you can see the different sizes of imagery that are available.  A stock ticker can be downloaded to your desktop so that you can have a rolling view of all the images in the collection.  You can click on any one of these to bring up an interactive LUNA workspace to look at the map and bring up the metadata.  

A series of QuickTime movies allow you to see the paper collection as it appears in his library.  As the camera pans over the items they become hot, allowing you to click on them and open up the items in the image -- LUNA image workspace.  A number of items have been georectified and draped over digital elevation models, which create a 3D rendering of the image.  Gaming software allows you to zoom through the image as if you were flying through space.  The company, Telamorphic, has created a number of viewing environments for the maps, including one that drapes the maps over current satellite imagery, with other vector data added like parks, lakes and state boundaries.  A quad viewer allows you to view four different time periods of the same area.  Zooming in and moving around on the one square causes the same action to happen in all of the other windows for easy comparison.

Maplicity's map imager extension allows the user to easily pan from one map to another with differing degrees of opacity on the images, making it easier to detect change over time.  The Rumsey imagery has been loaded into ECAI maps, the electronic cultural atlas initiatives viewer.  A handful of maps are now available for people to look at in Google Earth.  And David has begun to create a presence in Second Life, where he'll have a gallery of maps on view.  So the same content, again and again, being used in a variety of tools and access mechanisms in order for a variety of different people to get to the content in different ways.  
So, given this context, we've turned to the question of what needs to be preserved.  This is different than the question of what can we preserve, and what should we preserve, but what do we need to preserve?  So in our ongoing discussions with David, we quickly came to an agreement that we needed to capture the goods.  And the goods were the TIF imagery and the metadata that goes with each image; that was a no-brainer.  

But then we decided to consider everything else to be a cultural artifact.  When we first opened the discussions with David about what to preserve in this collection, he wanted everything, everything that you saw; all the software, the viewers, all the different parts that could make up his collection.  And that was a little bit of a gulp for us, to think how are we going to do that?  Well, over time his thinking has changed.  We’ve gone to -- he and I did a search of the Internet Archive in the Wayback Machine, and we found out they captured over 45,000 screen shots of the site over an eight-year period.  So he felt that the view of his site that was created over the Web was really taken care of in that way.  Not all the links are still active, but definitely the pages are still there.

He now believes that keeping the tools isn't necessary.  Better tools are going to displace -- be created over time, and few people are really going to want to lose old tools which maybe two years, three years, five years from now are going to appear clunky and slow, and maybe not especially sophisticated.  But what David really did want to do was to preserve his vision and give people an idea of how he wanted his imagery displayed.  So we came up with the idea of creating a short movie, a Camtasia video that shows the functionality of the software and the program.  We've agreed that we will archive movies whenever he wants to make them, as the single cultural artifact from the collection.  The first movie was created, and it was two minutes long.  So I meant to bring it with me today, but couldn't actually get it to run; yet another preservation problem.  So hopefully we'll be able to get that up and onto the Web site for you folks to look at.  

So I think one of the things to think about with this is when you're talking about preservation of these materials, or, say, taking in a specific collection, a lot of questions come up as to how you're going to deal with all these different things coming with the goods, so to speak.  So what I've given you is an overview of a few of the digital collections, and the issues that are invariably raised when you're trying to preserve digital content for the future, not just for today.  
If we step back you can start looking at some of the larger issues that become apparent, and it's these that I leave you with today.

What gets preserved, at what level, and who makes that decision?  And I think all of us have spoken to this to one degree or another.  With all of the collections that we've taken in so far, there has really been a point person that we've had to talk these issues over with, and make specific decisions about what will get collected. I think that's some ways different than what you've heard about before, where people are doing a lot of scraping and gathering without a great deal of interaction from the people who are actually creating or managing the data.  What do we say when we don't own things; again, something that's come up a number of times through the course of the afternoon.  What should we think about and do with the cultural artifacts that are laid on top of the content?  We had a meeting a couple of years ago where we were talking about Web sites that create interactive maps on the fly to show how much water was going through any specific data points in rivers.  Do we keep the maps, do we keep the data that's behind it?  How do we decide these things when you have a complicated structure such as this?  

We found that there was a complexity even with everyday tools, so the most specific and ubiquitous data files are coming out of a company that's proprietary and doesn't really want to release its data formats, even in preservation situations.  But that's the most common tool that's being used for creating GIS files today.  In some ways I think preservation can work against innovation.  Innovation is very much about creativity; creating something new, trying something different, and in preserving these things, boy, wouldn't it be great if it was all in the same format?  But, of course, that's not the way it works.  There is a real natural tension, I think, between creativity and innovation and preservation.  And finally, we are starting to see grants that are coming out that are requiring operation of sights or preservation of materials.  

And what does this mean for the libraries?  What's the role of the libraries in this?  I have recently been working with a group of historians who received a large grant to do a geospatial history project, and three different projects are going to come out of that.  And they're already in discussions with the libraries about managing the content, and managing the archives and the Web sites after they're done with their funding in three years.  So I think this is something that's going to start coming up more frequently, as these granting organizations require it.  So finally, I'd like to just give thanks both to Mary Larsgaard at UCSB and David Rumsey for their help with this presentation, and I'd be happy to take any questions if people have them.  No?  All right.  Thanks everyone.

[applause] 

David Kirsch:  

Good afternoon.  My name is David Kirsch.  And let's see if I can -- I tend to move around a lot, so hopefully the camera or all of you will keep me focused.  It is a distinct pleasure to be here.  Every time I set foot in this building, I am overcome with a feeling of obligation and the burden that we share, but also the excitement that all of us bring to these projects.  And that is not just the partners; it's the Library [of Congress] staff and all the people with whom we work.  So to those of you who are just interacting with this community for the first time this afternoon, you know, welcome, and I hope you've gathered a little bit of the spark that we all feel and that, you know, brings us together and moves us forward.  So it's always a privilege, and I love living near here.  So it's fun.

So I'm going to talk to you today about the digital archive of The Birth of the Dot Com Era project, and I've titled the presentation, "The Business of America and the Birth of the Dot Com Era."  Laura forgot the subtitle there, “Preserving the Digital Sock Puppet,” and, you know, you can think about, what do we need to save the sock puppet?  Right?  Do we need an actual physical puppet, or is this enough?  You know, there are hundreds of thousands of them floating around.  They were sold -- somebody owns this image.  I'm sure I'm committing a crime by showing it.  

[laughter]  

But, you know, it kind of gets us thinking about the kinds of problems we face.  So in terms of the outline, I’ll talk a little -- give a little bit of background and a kind of framework for thinking about business records in this digital setting, and then give an overview of some of the collections.  I wanted to make sure that people got a flavor for the kinds of things that we're trying to save, and why they're both interesting and challenging to save.  

First, a little bit about myself.  Jim Stockdale, you may remember, was Ross Perot's running mate.  He famously stood up and said, you know, "Who am I, and why am I here?" at the vice P=presidential debate.  So I feel, as a historian and not a librarian -- not an archivist, but just a plain old historian -- I feel like I need to, you know, contextualize myself a little bit and tell you, you know, I'm here because of the problems that I encountered studying a very different period in the 1890s.  And this was the history of the electric vehicle.  So I wrote a book about the history of electric cars in the 1890s, and electric car companies, and for those of you who don't know, the first commercial uses of motorized transportation were electric cars.  Surprise.  Here in Washington there was a cab station right up the way, exchangeable batteries.  That was the secret to the range problem.  Anyway, it's all a hundred years old; we can solve this problem tomorrow.  

But what was striking to me, doing this work, was that all of these companies failed; every single one.  Yet I was able to do at least some research on what happened to them, because the records that they had produced were produced on paper.  And as I sat teaching my students at the business school about strategy and tactics in the electronic age, I realized that the historian of 2100, who would be looking forward – looking back to the period of 2000 would have this problem of, you know, what would be left.  Here was this very similar period, a new industry taking shape, a wave of technological change washing across society, all sorts of associated transformations.  People will be interested in what happened in the 1990s.  The question is, will they have the records that they need to make sense of that era?  

So that was what just, you know, sat me up in bed, you know, bolt upright at night.  And I said, “I’ve got to become an archivist and do something about this.”  So that's where this got started.  And, you know, the way to think of it, we have just witnessed this tremendous period of entrepreneurial creativity and technological innovation, and we now talk about Web 2.0; I heard someone today saying Web 2.2 or maybe Web 3.0.  I don't know where we are now.  But, you know, Web 1.0 was a big deal, and a lot happened.  A lot of lives were changed.  And it's important, so we need to figure out some way to tell that story.  Part of the reason we have the challenge of digital preservation is because of what happened to these companies in the 1990s.  So the question was sort of, how will it be remembered?  Is it just going to be the swag, the conference stuff, all these companies failed, FlipDog, the industry standard?  

Normally historians like to go back and look at industry, trade publications, but what happens when the trade publications fail?  So that was a problem, and I meant that in two senses.  So, how will it be remembered from a question of interpretation?  Will it be remembered for good or for ill, or, you know, obviously some mix of those two?  And how will it be remembered from a technical and preservation point of view?  What sources will people have to remember it?  And so we've talked a lot about the technical problems here, and members of the network and people in this room have just done remarkable things in figuring out how to solve some of these technical problems.  

And so part of the reason -- I remember sitting with Martha and Beth and Holly when I first came to meet them at the Library, and I said, “Just tell me what standard to use.”  They said, “Whoa, we don't know.”  And so part of the reason I'm here is to learn what to do.  And it's remarkable.  So on the technical side, I feel like we've made such enormous progress.  The problem is on the institutional side, on the policy side.  For business records the situation is getting worse, not better.  And there is a very clear reason for that, which I'll try and go through with the little example here.  So if you just take a random document, just a kind of thought model, right?  So here is a document produced today.  And the probability of its persistence tomorrow is a little less than it was the next day.  So just decreasing in time, general probability of persistence, and the likelihood that it ends up in some archive, who knows?  It's down there somewhere.  

And we can think about, you know, the slope of this line is the function of the technology, organization, institutions; the regard in which these records are held, the fate of the organization, et cetera.  So it could go either way, depending on these issues here.  So what happens in the digital world?  Well, you know, the same options exist.  And, you know, what we need to do is figure out what line are we on.  Now, the problem for business records in the digital setting gets a little more complicated.  And what happens with business records is that firms produce records and use them for a period of time, during which time they're investing in them and taking great care to preserve them and use them.  Then the retention period expires and they deaccession those records or destroy them.  And from there, who knows what happens?  

You know, it’s a lesson -- basically all the business archives we've had today at the Hagley, at Detroit Public Library, wherever -- you know, Harvard, Baker Library, wherever they are here, at the Library of Congress -- have been sort of stuff that survived out here, right?  That's where it's come from.  Now, what happens in the digital setting?  All of a sudden the problem gets much worse.  Because on the one hand, firms recognize the value of the content they produce and choose to manage it much more actively, so it's much more secure and focused.  Their key obsession is extracting value for as long as possible, or as long as they have to hold on to it.  But the moment it loses value or they stop needing to save it, they want to get rid of it with probability one.  And all of a sudden down here, that doesn't look too good for history.  So if we, then, compare these, put these two graphs on top of each other and think about it in terms of scale -- so we recognize that relative to the number of documents created, there are lots of these digital objects.  

So if we lose more of them, that's not so bad, maybe.  But the question is down here, you know, are we better or worse off in this digital or predigital world?  And we have to recognize that the goal of knowledge management in the private sector is zero residual.  Right?  So I gave this presentation a few weeks ago, actually at Stanford Law School.  There was a conference on artificial intelligence in law, and several of the general counsels came up to me afterwards and said, “You got it exactly right.  I want there to be zero left when you're done.  And I'd love to help you; I like what you're doing.  I wish we could give you stuff, but you have to give us a reason because the way the law is written, my goal as general counsel should be zero.”  Right there.  So that's the institutional nature of the problem, and that's, in some ways, becoming more and more stark as this project has unfolded.  

So that's the setting for what I will now go on and talk to you about; the kinds of things we've tried to do to save materials.  Now, again, copyright people, cover your eyes.  So this is --   

[laughter]  

I'm a B-school professor, I can't help using Dilbert – “to defend our lawsuits, our records retention policy has been updated to include”  this, wham, he slams his face on the – “what was I talking about?”  You know?  So, down to the wet wear.  We're not supposed to remember what we knew because it might be damaging to the firm.  So this is the operating environment in which we live.  I've sort of called this an archival donut; that what we're losing is all these traditional sources of records that we've relied upon as scholars for decades.  And the question is, can we fill in what we're losing from some of these nontraditional sources, some of which I'll be talking about, as we go forward?  So that's all the background for this Digital Archive of the Birth of the Dot Com Era.  And these three major collections I'm not going to go into great detail about.  I'm going to talk a little bit about the business plan archive and the Brobeck Closed Archive, as we go forward.  

I also want to acknowledge all the other members of our partnership, so obviously working very closely with the Library [of Congress].  We've had wonderful help from the legal community.  We have partners on the West coast who have actually been saving the data for us, running the servers.  They've got big safes with data in them; it's really cool.  I love going out there, they impress me all the time.  And then we have also been working with Roy Rosenzweig and his group at the Center for History and New Media, trying to figure out how people are going to interact with these records once we do process them, and talking to a lot of repositories as well about where we might actually put these when we're done.  So, just a quick overview of the collections, and sort of a drop in the bucket idea here; there is a lot out there.  
I'll start with the Business Plan Archive. And those of you who have not heard or seen anything about this before, please go look at the Web site.  If you have clients or users who need information about these kinds of materials, please use this.  It's meant for people to use.  And please contact me if you need enhanced access or other means to exploit these materials.  The idea here is the business plan is sort of the coin of the realm of the dot com era, so, you know, look what I found in the dumpster; a perfectly good business plan, and there were many perfectly good business plans tossed away.  
I thought I'd bring one sample, again, in the spirit of sort of sharing content.  So one of my favorites is a company called thatnew.com.  And this is just from their business plan, and it says, thatnew.com relies on the user-friendly interface with individually registered dot com domain names, which as individual channels are both easy to remember and tailored directly to the services they offer.  So what this company did, to be clear, is they registered a bunch of domain names, ThatNew.com and ThatNewbank.com, ThatNewjob.com, ThatNewshow.com, you know, ThatNewhome.com.  Right?  It's essentially a company founded as a punch line to a joke, right?  

[laughter]  

Have you heard of ThatNew.com?  Have you visited ThatNew.com?  So, you know, again they go on the potential for television and other media advertising is tremendous.  Actor number one: “Have you heard of ThatNew.com?”  “No, what's it called?”  Actor number one: “Simple, ThatNew.com.”  It's Abbot and Costello.  

[laughter]

Now, lest they thought that the venture capitalist reviewing this proposal was not capable of getting the joke, they had to explain it, i.e., there is nothing more to remember other than your site is ThatNew.com.  So, you know, there were some pretty silly things in there.  

But, you know, ThatNew.com notwithstanding, I ask you now to do the following thought experiment and ask, you know -- take a mental picture of 100 random startups seeking venture capital in 1998, ’99 to, you know, go for their first round funding, seeking to commercialize the Internet, and ask yourself, of these firms, what percentage survived as stand-alone entities pursuing their original business model for five years -- so, to the end of 2004.  And I don't ask people to write this down or show their hands or anything.  Just pick a number in your head, those of you who have heard me do this before.  You know the answer?  That means you're just smarter than everybody else.  But just think about it, and I'll tell you the answer is 48 percent; pretty startling, if you figure that some of them were ThatNew.com.  

[laughter]  

So this is really interesting, and when we think about the kinds of new facts that come out of new data -- this was so startling, in fact, that when my research assistants came in and reported that it was 45 percent, we sent them back and recoded all of the business plans and said, “It's too high.  It can't be right.”  It turns out they were too low.  But the way to think about this is that we had this very neat sample that allowed us to kind of take an ice core -- if we think of all the various firms that were pursuing venture capital, we had kind of an ice core that the Business Plan Archive allowed us to test and then do these studies from.  So, you know, I think it's really neat when sometimes we can get, you know, conventional wisdom turnaround, even in a few years.  And if you think now about all the new energy around these Web 2.0 companies -- you know, just a couple of years ago a lot of people were willing to write off all the dot com stuff, and now they're realizing maybe there was more there than they thought.  

So anyway, that's the Business Plan Archive.  Let's see, how am I doing?  Ghastly.
I also want to spend a few minutes talking about the Brobeck Collection.  So this is, in some ways, the most challenging and interesting set of records that we're trying to preserve.  Brobeck, Phleger & Harrison was a large San Francisco law firm that represented thousands of dot com technology clients in the 1990s.  They went out of business.  This is a picture of their file room when we last saw it.  So we weren't going to make much sense of that.  And we worked with the Library, our partners at Gallavin, Gallavin & OMelia, the court, our wonderful pro bono lawyers at Morrison & Foerster, an advisory council of incredible people to put together a logic by which these four terabytes of digital records could be preserved, and, you know, lo and behold, the judge bought it.  I'm still sort of scratching my head.

To give you some sense of what happened to the overall picture of the Brobeck corpus, the firm existed from 1926 to 2003.  We have digital end paper from ’92 to 2003, paper only before that, and then their partnership records and then client records.  And originally we thought we would be able to save some of the – we thought that we would be able to save all of the paper records of the partnership and some select cases, and couldn't do it.  So all the paper records are gone or in the process of being destroyed, which, to me, was an enormous -- you know, it kept me up at night.  So all we have right now -- the only thing that we stand a chance of saving into the future, for that historian of 2100, are these digital records here that we're working today to save.  I'm happy to say that last summer in court, the judge who was hearing our case was favorably disposed to our arguments, and approved the motion establishing a special archive, a data enclave to save these very confidential and sensitive records.  So that was a great achievement to which everyone in this room should take some credit.

Here is a quick overview of the Brobeck corpus, itself, composed of lots of different kinds of records; so they're sort of managed documents.  These might be contracts or funding agreements or employment agreements, stock purchase plans, what have you.  Then there are a lot of databases that might be billing databases, might be HR databases, might be who knows what.  Then a huge mass of e-mail, and then some really messy network data that we don't even have a clue what to do with.  But for some of these records it will be pretty easy to sort out who can speak for what.  And we're in the process of doing that, and we've mailed out a set of notices to all the former clients asking them, well, “What would you like done with your records?”  And we've received opt outs from approximately, you know, 15 or 20 percent of the folks.  So it means that about 80 percent of the records will be left in the archive when we actually do create it.

So that's the Brobeck story.  And the next steps there -- I'm going to actually skip through that.  We actually -- there was some very interesting discussion, and  people -- there was a lot of misunderstanding in the technology community about what we were trying to do, and there was a perception, for example, that these records were going to be given to the government.  There was all sorts of panic about what was happening to these records because what we were trying to do was so novel.  So we set up a Web site, brobeckclosedarchive.org to try and share information with the affected parties.  And we're now trying to implement basically the court order.  It's like writing regulations from a law, figuring out what we can actually do with these materials.  And the proposal is to create a data enclave much like the census research data centers.  So that's been approved in principle, and we just have to put it into practice.The user model that we have in mind here is quite a challenge, because on the one hand we want to be able to use the material soon for social science and management research, but we also want to build a system that will allow flexibility for future users who might want – hopefully might  we want someday to be able to write history, as well as just the general stories of these firms.  
So I want to just really quickly say one or two things about one of the firm-specific collections we have.  And again, in the spirit of sharing some of the content we have, just say a few words about Scient.  Scient was a company based in San Francisco.  It was founded in late 1997.  It was a company that helped other companies build Web sites, basically.  And I described them as selling the Kool-Aid, you know.  The phrase of the day was, you know, “drinking the Kool-Aid.”  Well, Scient was selling it; you know, standing on the corner saying, “Wow, the world is changing.  You better drink this.”

And what I have here are some slides that they used in their general marketing presentation.  So every client that they went out to sort of sell Scient to, these were -- their sort of chief marketing officer, Christopher Lochhead, would stand up and give this very dynamic presentation about all the ways that the world has changed.  And so this was the Scient approach.  So there are 10 steps to doing legendary work.  One was be a legendary company, so I guess they're legendary now.  

[laughter]  

Go big.  This was one of the real stories of the day; this idea of first mover advantage, get big fast, so one of the lasting lessons of that day is you don't have to go big.  Of the 48 percent that survived in our sample, many of them were small.  That's what allowed them to survive.  You know, there certainly are some opportunities where you need to be big, but you don't have to go big.  You only have to go big if you want to be one of Scient's clients. You know, brainiacs; that's all about smarts, got to hire smart people.  Take huge risks, you fail, so what?  Again, so easy for them to say.  

[laughter]  

You know.  You take huge risks with digital preservation, you fail, so what?  Well, not so what.  Sometimes there is a so what.  Stupid sucks, I guess, learn tons.  Never underestimate the power of stupid people in groups.  

[laughter]  

You know, these people tried very hard.  Be flexible; I suppose that's appropriate for a dynamic setting where so much is in flux.  Sacred cows make the best burgers, sort of a little hackneyed perhaps.  Be entertaining.  They certainly were trying that.  And create massive economic results now.  This was the Scient promise.  Now please, plug your ears.  [Shooting noises]  They actually did that in their presentations.  You know, and this is not a test.  It's a real emergency.  The world is changing.  

Now of course, the irony is that the emergency was for Scient, not for their clients.  Most of the clients are still around.  Scient is not.  And the reason is because Scient couldn't support the growth; they needed it to be an emergency, or else people wouldn't pay their $250 an hour for an HTML coder.  Right? So that was, you know, the ultimate kind of cruel fate.  The one little thing I'll leave you with is that we were able to get, in the last year, a signed release from the Scient bankruptcy trustee allowing us to collect all of these materials.  So we reached out to a lot of Scient people and they kept saying, “We'd like to give you these materials, but we don't know if we can.”  So, you know, I was very happy that we were granted, you know, the right to collect and deposit Scient information and materials, whether in the possession of former employees and other Scient affiliates, legal service providers of the estate.  It was great. You know, access will be – in accordance with access policy is to be developed by the University of Maryland and the Library of Congress.  Outstanding.  You know, deputizing us to figure out how to solve this problem.  And signed by the trustee.  I'm allowed to show you the things I just showed you because of this letter.  Now in the big picture, you know, sort of feast or famine.  And I tend to be in the feast school.  I think we actually have enormous opportunities before us.  And I guess I'd leave you with some questions to ponder.  What can you do?  You can contribute your own experiences.  Everyone has some little piece of a dot com story to tell. The beauty of the technology is your five-page essay is just as important as John Cassidy's 300-page book.  And your five-page essay may have the virtue of being true.  You might be able to encourage others to do the same.  So the stories are out there.  There is a public history still to be gathered.  We can't do this ourselves.  There are never going to be enough historians, business historians, historians of technology, digital archivists, data wranglers, whatever you want to call them.  Ultimately it is user-generated content that's going to push these materials into the future.  And there is the paradox here -- which records are more at risk?  And I thought I knew the answer to this question when I started this project.  

But I'm beginning to think it may actually be that the failed firms, the firms that don't have the power to destroy their records, may be the ones that we can go after, and that the extant firms are the ones whose records shall be lost, unless we do something on the policy side to give them some incentive to participate, even the ones who want to.  And, you know, that's my final thought there, is how can we, the community concerned with cultural heritage, create incentives for digital preservation?  I was going to rename the NDIIPP, if we replace “information” with “culture” and drop digital, because everything is digital -- we've got the National Culture Infrastructure Preservation Program.  And boy, isn't that important.  Okay, thank you very much.

[applause]  

Martin?

Male Speaker:  

[Inaudible].

David Kirsch:  

Well, which parts of it?  So --   

Male Speaker:  

[Inaudible].

David Kirsch:  

Well, there is a collection of 500,000 Enron e-mails that are in the public domain and that have been used for lots of stuff, so you can go to Carnegie Mellon and just suck them all down.  And the release of those records created quite a stir among the employees.  There are stray Enron records elsewhere.  I don't know who actually has the servers, and I don't know what's actually happened to the guts of it.

Male Speaker:  

Are there other major things like that that are in dire need of [inaudible]?

David Kirsch:  

Well, saving records from bankruptcy is very hard because there are no resources in that setting, and as we've discovered, and actually, as you'll hear about tomorrow in the [unintelligible], it's really a mess to figure out who owns what.  And I would hope that we'd go beyond dumpster diving to actually legitimately walking in the front door and asking for records and saying, “This is for the future.  It's worth something for you to participate.”  I think if we can think about clever or smarter or more efficient ways to save things from the trash -- but I hope we can come up with some better solutions, too.  Other -- yes.

Male Speaker:  

I apologize for my [inaudible].

David Kirsch:  

The paper records were costing $30,000 a month to the estate, and the estate couldn't justify which of the creditors were willing to continue to support --  

Male Speaker:  

[Inaudible].

David Kirsch:  

Let's see.  20 -- 200,000 boxes.  Martha, want to give me the PO box for that one there?

Female Speaker:  

[Inaudible].

David Kirsch:  

Well, and the question is, what are those 200 boxes -- you know, what's in there that's really of historic value?  So, because most of those materials are covered by attorney-client confidentiality, according to the old rules we would have to inspect every page of those records, have an attorney -- so not Martha, but Mary Rasenberger -- inspect every page before anyone else could see them.  The beauty of the digital corpus is that we can spear it and poke it in different ways.  We can query it in ways that don't violate the confidentiality.  That was kind of the attraction of those records.  Last question?  I think we're done.  I've overstayed my welcome.  Thank you.

[applause]

Mary Rasenberger:  

I want to thank all of you.  

[end of transcript].

