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Beacher Wiggins:

Good afternoon.  I’m Beacher Wiggins, director for Acquisitions and Bibliographic Access at the Library of Congress.  Welcome to another in our series of the LC’s “Digital Future and You.”  This is a part of the series that’s sponsored by Library Services and that has been so capably coordinated by Angela Kinney and Judith Cannon, two chiefs in the Acquisitions and Bibliographic Access Directorate. 

 Today I’m pleased to introduce another of the cutting edge thinkers and doers in the information world that intersects with the library world.  Erik Hatcher says of himself that he codes for libraries and he also goes on to state that he’s passionate about findability.  So, already with these two statements he has endeared himself to the world of librarians, and so we’ll be pleased to see what he has to tell us about what he’s been doing.  

Long ago, and perhaps far away, he coauthored a book on Ant [“Java Development with Ant”], and you’ll have to explain to us what that’s about, and then one on Lucene [“Lucene in Action”], which many of us have heard about.  He’s also written articles for “WebReview.com,” “IBM Developer Works,” and “Java Pro.”  He’s spoken at many technology and library events around the world, most notably a stint on the “No Fluff, Just Stuff” circuit at JavaOne, ApacheCon, OSCON, and EurOSCON meetings.  Now, even longer ago he tells us that he earned a computer science degree from the University of Virginia.  He now lives in Charlottesville and spends time with his wife and his two sons, Ethan and Blake.  And in addition he tells us that he spends any extra time that he has preaching about Solr to anyone who will listen.  Well, he has a captive audience today, so we will sit in rapt attention as Erik comes before us and tells us about what he’s been doing.  Erik Hatcher.

[applause] 

Erik Hatcher:

Wow.  First I have to say, this is just an honor to have been invited.  Thanks to Ed Summers for pulling on the strings and getting me here, you know, to speak at the Library of Congress, where -- you know, I’m just a little troublemaker at where I work right now.  I have to give one correction to his thing, I have actually three sons.  I don’t want to leave Jacob out.  He’ll watch the Webcast, so -- and Jacob’s my oldest, and Ethan and then Blake.  So I’ll talk a little bit about them in just a second, because I never omit them.  And as he said, you know, I really love books.  It’s a true joy to work in -- my office is in Alderman Library, which is the main library on the grounds at the University of Virginia, and it’s just a beautiful place.  And to be on the top floor of this building and a mountain of books underneath of me is just a beautiful thing.  

And I guess I have to hold this up as the thing that keeps me up at night.  ‘When you Can’t Find a Book in the Library” -- this is a little brochure that’s in our library.  Now, this is not about actually, you know, Web findability of the book. This is about, you know, if you go to the shelf and it’s not there, it tells you how physically to locate it.  But just that mantra, “when you can’t find it in a library,” well that’s just really ridiculous, you know, we can’t not find the books that we’re looking for.  So, hopefully the technologies that I’m going to talk about -- I know for sure that they are an improvement over a lot of the status quo right now, and help findability a lot.  

So, my beautiful screenshot did not come through on my -- darn.  Sorry, I didn’t preview the slides when I transferred it to this computer here. What this is, is a beautiful graphic of solar panels, okay.  So, maybe we can start over somehow and -- actually, let me just punt here.  I did, we’ll just be agile here.  

I actually did transfer this thing as a PDF file, so we’ll just pull that up, and that should just work.  Sorry about that, for not having previewed that.  So I think we might be in good -- somebody help me out here.  Beautiful screen.  All right.  There we go.  All right.  There we go!  All right.  Back in business.  

[applause]  

Thank goodness for PDFs.  So, there’s the beautiful, faceted solar panel that I found on Flickr last night.  Well, actually it was probably like 2 a.m. this morning as I just signed off chatting with Ed. 

 And -- so I’ll talk about my kids here for a second.  So, yesterday I’m walking with my kids back from dinner and I said, “So, what would it be like to have a Solr powered library?”  Just posed them a random question, you know.  They know that I work with Solr as a search engine, but they weren’t thinking of that when I asked them the question.  And Jacob said, “Wow, that would be really cool, there would be solar panels on the roof and you’d walk into the library and you would say that you want history books about Thomas” -- he said this -- “history books about Thomas Jefferson.”  And then my middle son Ethan said, “Yeah, and then the book would come out of this slot when you, you know, pick the book that you want.”  

And I asked Jacob, “Well, how would you say what you wanted?  Would there be like a computer screen and stuff?”  He’s like, “Yeah, there would be a computer screen, but it would be like, you know that thing that you talk into at the playgrounds?  There would be something like that and you would just say what you wanted and then the book would come out.”  And actually, before my middle son said it would come out of the slot, Jacob was saying, “Yeah, on the screen it would show you where it is in the library and then you could go to that section and it would show you where the section is where that book is.”  That’s fantastic.  That’s prescient, you know.  It’s not just precious, it’s prescient that they were thinking of findability that way.  

So now we have this.  I don’t know if you guys have seen this comic.  This is kind of scary, right?  This hurts, that there’s more in the libraries than we can actually find.  And that hurts me, and that’s been my motivation recently, to try to help this situation out.  I have this printed out and stuck on my door in my office, so everybody walks by and sees this. 

 So if you can’t find it you can’t use it, right?  And the whole idea is that libraries have these things and stuff that we want to use, but it’s all hidden, you know, there are so many holes in our findability of libraries.  We just can’t get to the things that -- we could get rid of half the books in the libraries because we just can’t find them.  What good are they doing?  They’re just collecting dust there, so -- but the idea is to use these things.  The findability is one aspect, but you know, as you find things, you want to serendipitously discover new things related to that in some orthogonal ways, and you want to do this thing.  And I get this terminology of information foraging from the book “Ambient Findability by Peter Morville -- just a great book about this topic at a higher level.  You know, as researchers and people just looking for stuff, we discover something and then that gives us some ideas to find some other things and points us that way, and then we come upon things that we didn’t even know existed before.  So, that’s where I’m coming from with this kind of stuff.  And the heart of this -- well, let me just back up and tell you my story as I came to this, so I’ll leave it up on this slide here for a bit.  

When I was working on the Ant book -- and I won’t talk about Ant, that’s ancient technology now as far as I’m concerned.  Not so much, but, while I was working on the Ant book I wanted to have this application to demonstrate -- previously, when I was in a different development mindset, I was doing a lot of Microsoft development.  I had been tinkering with building my own personal -- this was before Flickr, but my own personal Flickr of my own personal photos, and being able to put key words associated with these things.  And so I built this thing using Microsoft Index Server, just a little Web ASP application that showed all my pictures, and I could just enter key words to the pictures and then the index server would just wake up and index the stuff, and I could just do key word searches.  And it just worked beautifully.  And I started thinking about the metadata, so I was writing out little XML files and the index server just magically picked those things up for me.  Instead of just text associated with them I had a little bit of structural information, dates and stuff.  

And so that was kind of my tinkering playground for findability on a personal level.  And when I started working on the Ant book -- and that’s a Java development environment -- I wanted to emulate that type of application for the book.  And so I poked around to see what the findability stuff was out there in the Java space, and I discovered this thing called Lucene.  Now, Lucene is -- it’s just magical.  And raise your hand if you’re a Lucene developer, done some Lucene -- there’s quite a number of people here that are already deep into this stuff.  So it’s a Java library that allows you to build a full text search engine application on top of it.  You toss text in and search.  And there’s all kinds of ways that you can do that using stemming and stopword removal and textural analysis.  It’s extremely fast, extremely scalable.  One of the magical things about it is the relevancy ranking.  This is something that I know that we don’t have in our library system, you know, the search results there don’t have any relevancy ranking.  It’s sorted in the last time it was touched result order.  And that’s just not good enough.  

And so the relevancy ranking is the secret sauce to this findability. I type in some words, I want the things that are most relevant to what I queried for.  Lucene was created by a guru named Doug Cutting, who worked for Xerox PARC [Palo Alto Research Center].  He worked for the Excite search engine, he built Lucene in his spare time while he was working for Excite.  He worked at Apple’s Advanced Technology Group.  He now works for Yahoo! building distributed clustering server technologies based on Lucene and Lucene siblings out there.  And so it’s written by somebody that really, really is an expert in this space, and he -- out of the goodness of his heart, or out of the fact that he wasn’t really a businessman and didn’t want to build a business around it -- he open-sourced it.  And that’s been a joy to the rest of us leveraging it.  

So I started using this Lucene stuff while I was working on Ant, and then I got, I heard of this job at the Library and I was like, “Well, that’s perfect.  You know, I really want to immerse myself more in this search space.”  So, I got this job at a group called Applied Research in Patacriticism.  And no, none of us know what patacriticism is -- but that’s what the group is called, we call it ARP -- just to avoid any questions about what it is.  

My first job there was to take the Rossetti Archive, which is about twenty-something thousand objects in TEI-like format with the concept of works and hierarchical structural stuff, and take the Rossetti Archive and fix its online search and its actual Web presentation.  So we were using this outdated XML database-type thing and the search was just ridiculously slow.  I came in and wrote a simple little index here that just, you know, kind of dumbly took the XML files that we had, put them into Lucene and built the Web interface to it.  And I’ll demonstrate that in a bit.  I’m going to go through slides first, and then I’ll go through the demos and we’ll probably break in a bit.  So, the Rossetti Archive search was my first foray into this, building a real world application with search, and as you’ll see in the demo I’ve got things more like this integrated in there.  We did some relevancy tuning.  There are objects that are more relevant than others in the system, so we add boosts to those types of things at indexing time.  And so there’s lots of little factors that go on in the mix there with simple little applications.  

So I’ll demonstrate.  That’s using pure Lucene, long before Solr came out.  Our group is also, has several other roles and projects under its umbrella.  NINES is the Networked Infrastructure for Nineteenth-century Electronic Scholarship, and there we’re taking not only the Rossetti Archive, but archives from a distributed number of scholars that have been marking up these things and collecting these things into a unified search interface, in not quite a federated sense.  All the metadata comes into our system, but when you link out to the objects, you’re linking out to their system.  But we’ve collected all of their metadata into our infrastructure, and that is Solr-powered.  So there’s a faceted full-text search engine on NINES that is under Collex, and that’s the bottom bullet item there.  We also have done things with Spec Lab, which is a group of scholars doing speculative computing.  We’d just sit around and eat lunch and talk about ways to do fun things with humanities computing, and some interesting projects have come out of that.  

Ivanhoe is an interpretive video game-like thing that gets used in classrooms, a number of classrooms at different institutions, in fact.  There’s Juxta, which is still under construction right now, and is an amazing collation tool so you can take multiple versions of the same work and do this visual dif.  There’s a little bit of Lucene integration actually in there in terms of textual analysis going on.  So all of these projects are under the ARP umbrella.  I’m going to go into Collex in a lot more detail in a moment.  So as part of,  I’ll just continue my story here about where this stuff evolved.  

So we built Collex, and the idea was for it to be a general purpose tool, but we’ve only really applied it to the 19th century domain.  We now have another scholar who’s applying it to the Gaelic Celtic domain, and that’s actually going fairly well in terms of making sure that it’s a generalizable tool.  

Through Collex, this is where the library stuff came in. So a number of you probably have heard the name Bess Sadler.  She saw a demonstration of Collex at the University of Virginia that I did to just a technical group, that I presented it to when I was talking about Lucene and stuff.  And she ushered me into the library space and said, you know, basically, “Can we apply the technologies that you’re using to the library domain?  You’ve got this great faceted browse and search, and that’s a really hot thing in the library space.”  And I was like, “Well, you know, I don’t work for the library, I work in the library.”  She said, “No, you’ve got to work on this stuff.”  

So she pulled me into this space and that got me invited, she introduced me to Art Rhino and that got me invited to the Lucene Summit in Windsor, Ontario where I showed off Collex and talked about Lucene-based stuff there, and there were a number of other mostly Canadian-based projects that are just doing amazing things with Lucene and Solr as well.  So I got to see a lot of cool Lucene applications there, and that, that pulled me into the library space a little bit further, and then through Art and Beth and Ed Summers, I got invited to attend a meeting in Italy for EIFL, the Electronic Information for Libraries, where they do all kinds of international development for third world and developing countries in the library space.  

And they want to nurture open source software because, you know, the other countries can’t afford the massive amounts of fees that the vendors charge for these things, so they want to help out the open source world in that space.  So I did the EIFL meeting, and from that is where the idea -- we said, okay, we have this Code for Lib conference coming up, can you take our data and see what will happen if you put library data inside of Collex?  And of course we’re going to see where that led to as we go.  

So this is a screenshot of the Rossetti Archive search.  I’ll do a live demonstration of this in a moment, but it helps to have screenshots in case the demos break.  So there’s highlighting going on, you’ll see the word “Damozel” highlighted there.  We have more like this so that you can kind of serendipitously find related things in the massive amount of objects that we have.  And we -- of course, like we said, we have the relevancy rank tuning going on in there.  

And now, Solr.  So when I first started building Collex I wanted the interface to be in Ruby on Rails, not Java, practicing this great development strategy called resume-driven development, and I wanted to play with Ruby and Rails.  And so I wanted a way to tie the front end into a Lucene-based back end.  I originally wrote my own lightweight version of Solr, which was a faceted XMLR PC search server, and interfaced that back and forth with a Rails front end.  Then emerged Solr.  And so I just threw away everything that I’d done and replaced it with something done way, way better.  

And what it is is a layer above Lucene that allows you to communicate to it through standard ACTP.  Any programming language can interface with Solr quite easily. You could have one language indexing stuff and another language presenting stuff.  So it’s extremely flexible in that it adds tons of caching on there, so all of the facets and stuff like that just happen very, very rapidly.  

There’s replication, faceting, highlighting, spell checking, all of these things are rolled up into what’s known as Solr. And it was contributed to the open source world by CNET.  They developed it for internal use, and then the programmer there that built it really, really pushed hard to get this technology open sourced.  And that’s a real joy that he did that.  

So, what’s Solr power now?  Solr, when it came out last year, year-and-a-half ago, or something like that, it’s powering some amazing things now.  The Internet Archive came out several months ago, publicly saying that they’re powering their front end with Solr.  The new openlibrary.org is using Solr.  The Smithsonian -- I’ll demonstrate that in a moment.  They’re actually announcing soon for real, but they’re open for business in a sense right now.  Peel’s Prairie Provinces is a project that has nice Google map integration and some clever faceting, and cloud-like views for their facets, so I like to mention them.  And NINES and Collex are, of course, being powered by that.  There’s tons and tons of business, commercial-type things that are being powered by Solr, heavy, heavy duty stuff.  And there’s lots coming in this space.  

I lurk in the Code4Lib chat room channel and, you know, every other day there’s somebody that’s got a new playground up with Solr and MARC data.  And so we’re just going to see more and more of those types of things.  And now we’ve just started seeing the emergence of open source platforms that are actual OPACs that you can very easily download and install, point it at your MARC data, and have a fresh OPAC independent of your integrated library system, up and running, Solr-based, and there’s various technologies that they’re using on the front end, but -- so we have VuFind, that’s Villanova University’s open source through Andrew Nagy, and FacBackOPAC, which was Casey, and now David -- Daniel, Dan, who put this thing out, and so there’s a lot of, a lot of  brainpower in this space, and very much interest in open sourcing these things.  

So if you’re running a library now and you’re not happy with the search, you could just try one of these things out.  It’s very easy to try this stuff out.  So that’s the idea, to make this stuff easier and easier.  And as you’ll see, I actually do have a couple of slides that have some code, but the code is extremely clean and simple in terms of what I did with my foray into the library data space.  

So, at the University of Virginia -- I want to optimistically say that we’re embracing these technologies, and of course, we’ve got Collex.  Collex itself has some library integration in that, and I’ll go into a little more detail on that in a moment.  I created this project called Blacklight, which was what I called Solr plus UVA -- UVA radiation is blacklight, so a clever name kind of came out of that.

[laughter]

  So what I did is I just created a very lightweight front end, put all of our MARC data, 3.8 million records or so, into this thing, and built a lightweight front end.  And first I demonstrated it as Solr Flare in, at the Code for Lib conference, and then when I came back from that we took it a little bit further, that’s when I came up with the name Blacklight.  And so we’ve had various efforts of community-building, of that grassroots-type efforts to demonstrate this and generate support so that we can usher that through the channels and get it actually into production. 

 It’s actually now on someone’s plate to build an implementation plan to put this type of technology in there, very specifically in terms of kind of the niche libraries that we have that have specialized needs that our current integrated library system really, really failed to deliver on, and so, especially with the music library.  And I’ll show in the live demonstration -- I’ll show you a little bit more about that.  There’s also an effort to take Blacklight -- and they’ve named it Blacklight DL -- to put it on top of the digital library content that we have, which is full-text TEI documents.  And so within the OPAC-type front end that I’ve developed I’ve taken that digital library content and some e-text content and the library catalogand mashed it all up into one findable interface.  The digital library effort is just for the digital library, but they want it all to eventually be integrated across the whole thing, it’s an ongoing effort now. So they’re actually now spending effort to put these technologies into production, and investigating and researching how to best go about that.  

So, Collex.  What’s Collex?  Collex is all about the scholarly workflow, allowing scholars to leverage -- if you’re a 19th century scholar you would go to NINES and you would find things and you would be able to do more like this type of discovery.  So you find things, that’s fine and cool.  Findability’s great, but then what?  What do you do with the things that you find?  Well, you collect them.  How do you collect them?  Well, we’re using tagging, so folksonomy and social networking is going on there, and allowing people to annotate -- so tagging’s kind of a public face to how you’re collecting things.  And then your annotations are your private annotations, that’s the current separation that we have.  And then, so, great, you’ve collected all these things.  Now you want to use them.  So now we have this feature that is ready to show but is still under development called the Exhibit Builder, and you can take objects, drag and drop them and build annotated bibliographies and illustrated essays right now.  And other types of exhibits are going to emerge.  

So there’s a flexible templating system that’s in there, allowing you to drag and drop these objects and put them into exhibits.  And of course scholars need to publish or perish.  So our group has been pushing the space of the traditional “must publish” into print medium type, or “perish”-type thing and push forward digital scholarship.  We’re bucking a lot of trends and we’re trying to be disruptive and all that good stuff, and show that we can have digital publishing and have the peer review aspect in there as well.  And then as these objects, these built objects become peer reviewed they become first-class citizens in the space of things that you can now grab and collect and publish about again.  So it’s this recursive kind of thing that we’re doing here.  But that’s the idea.  Basically, within Collex we have objects and objects have properties and some of those properties become facets, some are just full text search-type things, some are just kind of metadata used for display purposes, but basically they’re just objects with properties that are in there.  So it’s just general purpose in that sense.  

This is what Collex looks like.  Again, we’ll see a live demo of this.  This is showing a search by the visual art genre in the faceted browser on the right, in the big right window there, and I’ve also done a full text search for “flower,” and those are the results that I get there.  On the left panel the sidebar, what we call the sidebar are,  is the folksonomy, the user space.  And that particular view that you’re seeing there are all of the genres of the objects that have been collected. Not all of the genres that we have in the system, but all of the ones that have been collected.  Now I can click over on -- well, actually, of all of the objects, I’m looking at my genre, so of all of the objects I’ve collected, those are the genres.  Now, I can look at my tags or I can look at other views of that metadata.  And the visualization that you see there is a cloud.  In the keyword or tag sense, that’s a tag cloud.  In this sense it’s a genre cloud.  And the size represents how many objects there are under the covers of that.  You can also look at peers and see a cloud of the peers, and the bigger the font the more objects overlap you have in terms of what you’ve collected, so you can see who’s using the same objects that you’re using.  Again, we’ll see more of that in a moment.  

And it all boils down to this -- sets.  You’ve got objects, they’ve got properties, and they fall into sets.  And you’re intersecting and unioning sets, and it’s just basic set theory under the covers for all of this, and that’s how the findability of this works, and the facets.  So, the magic of facets is that there’s sets, and you’re just getting counts of those in a sense.  

So I built, through the work of Collex and trying to build this into a general purpose -- this was kind of a double-dare that I got from Bess in the library community, was, let’s take this MARC data, and you think your search engine’s cool, try throwing MARC data at it and see what you get. 

[laughter]

 I had no idea what I was getting myself into.  In Collex we narrowed down the 19th century domain into very controlled sets of fields.  We have genres and we have agents, and agents can have roles.  They can either be a publisher, an artist or a translator, or the author. You know, just a subset of roles and a subset of genres that are out there in the real world.  So I guess maybe we have 20 different genres and that’s it.  So I didn’t really know what I was getting myself into.  I was like, “Sure, Solr can do faceting.  Let’s just toss it at it, no problem.”  

Well it turns out it’s a challenge, you know.  It is a big challenge, but I can say that I actually survived the effort and it worked out pretty well, and other people have thought so as well and have gone on to build their own thing.  So, during that distillation process of this double-dare that I got was, okay, let me just take Collex and just trim it down, just take away all the folksonomy stuff and let’s just have a faceted browser.  Let me just simplify it as much as possible.  So I basically just wrote it from scratch, a very simplified UI link between Ruby on Rails and Solr.  So in that process, myself and Ed and some other people collaborated on a low-level library in Ruby to communicate with Solr.  And then above that we built this thing, and thankfully Solr lends itself to kind of clever naming, so I call it Solr Flare.  And so it’s this UI plug-in, and that’s how easy it is to plug the thing in.  That’s what the controller looks like, to give you all of the faceted browsing and full-text search and all of this other stuff.  

So the idea was to keep this thing as simple as possible, add as many levels as I could.  And so that’s Flare in a sense.  And this is what Solr Flare looks like.  I just trimmed out all of the Collex stuff, and in this particular data set these are books that I have on my own shelf, I scanned them in using the cool Mac software called “Delicious Library,” and exported that as a tab to a limited file and then wrote a simple little script -- very, very simple, that mapped those fields into -- basically it’s Amazon metadata that comes out of the system -- and fed it into Solr, and then just put that one little Flare line on top of it.  And this is what comes out.  And this is where I’m searching for Taoism.  I’m subtracting off the facet new age because I don’t want any of that new-agey stuff when I’m looking at Taoism.  And so, a very simple faceted browser.  Again, it’s cool, it’s got AJAX Suggest, so if you start typing in that search block you’ll see pop-up of the terms that are in the code base there or in the domain in the data.  So, very simple and it’s actually got a pluggable UI, the image comes from Amazon and the hyperlink there links to Amazon just for fun, to show that I can have a flexible templating system in there.  

So, you know, I just kept distilling these things and trying to make it as simple as possible but as useful as possible in terms of the facets.  

And now what you’re looking at is taking that beautiful, rich, sophisticated MARC data and putting it into Solr.  So this is the mapping file, and this is the complete Blacklight mapping file right here.  It’s Ruby code, so it might be a little obtuse in cases, but I think the majority of folks here that know library metadata and understand MARC 650 $v, and things like that can see where I’m mapping things into different facets.  

Now, this is imperfect.  Every time I’ve shown this to a cataloger they’ve said, “Wait a minute, you’ve missed something,” or, “Wait, you can’t flatten all of those into this one facet.”  And, you know, yeah, you can’t, but you know the findability of this stuff actually works out pretty well.  And there’s a lot of room to play.  There’s a lot of room for improvement in what facets there are and whether they’re hierarchical, and how you deal with the nuance stuff that we find in the MARC records.  

One thing that you can see down there is I actually extract the instruments, so the O48a, I’m pulling out the two-letter codes for the musical instruments, and then in UI that you’re going to see in Blacklight. shows you the musical instruments.  I actually took the text, this mapping description, so it maps to the nice, pretty thing there, so, fairly basic mappings.  I pull out years now.  I wanted to pull them out from the 008, but our data is a mess and, you know, so I get the best I can.  It’s imperfect, it has to be iterative here.  So what you see is certainly not, it’s just like a proof of concept of one thing that we can do.  Ther’s lots of directions we can go from here, but comparing that to the current standard -- there’s no comparison in a sense in terms of the findability and the faceting that’s there.  So that one little Flare line plus this mapping file plus the little script that indexes the data, voila, you have Blacklight.  

Okay, so Blacklight is -- and as you see at the top left there or top right of the screen, that you see the source facets.  This is where I’ve dropped in not only our catalog-- which is called Virgo at the University of Virginia.  It’s a Search-See system.  

And so the catalog is in there, 3.8 million records, a small sample of 400 and some records of complete full text documents are in that digital library source.  And then I also scraped some of our electronic text data from an HTML page that had Chinese and English for Tang Dynasty poetry.  And so I did a search there for “flower,” I narrowed it down to the language Chinese, and of course the bulk of the things that you see there are from the Tang Dynasty poems, but there’s also hits across all of the different sources of data that I fed in there.  So that’s why I did that example, to show that I can drop in these different types of sources in there, and the digital library content is marked up with LCSH subject headings.  And so, and it does have the language codes in there, so there are crossovers of the facets.  Now that’s where, of course, work needs to be done.  If you’re going to put in different datasets, where the intersection across these datasets are where some interesting things are. So, and as you can see on the bottom right there’s musical instruments, that’s the musical instrument that I extracted there.  

Again, I’ll show this again in a live example in a moment.  And we get the keyword in context or hit highlighting there, so the word “flower” is highlighted in all of the results.  

All right, so here’s a little humor.  I couldn’t think of the right tag to put on this thing, so I just came up with a bunch of them.  You know, I’m in your library, I’m accessing knowledge and I’m asking, “Who’s Marc?” 

[laughter]

 The user doesn’t care about MARC, you know, they just want to find stuff.  So, MARC is a means to an end, it’s not, you know.  So, and I put “integrating your library system” because this is what I heard from our guy that works on our integrated library system, is that what we have is an integrated. past-tense. library system.  What we want is an integratable library system.  And of course you guys saw Tim Spaulding do theLibraryThing, so we’re going to be in your library tag and stuff, okay, it’s inevitable.  

And so the rich intersections of controlled vocabularies, which are absolutely necessary -- by no means am I saying that everything is just full text.  We want the facets, we want those rich, you know, controlled headings, but we also want to be able to use the things the way we want to use them. And I want to be able to put them in my folders in some way, right?  And my folders, it’s just tags, right?  That’s your filing system in a sense, and it’s a global, worldwide filing system when there’s overlap with tags.  And of course Tim covered a lot of great stuff about that kind of stuff, and there’s a lot of research about tagging and how that works, so I’m not going to repeat too much of that.  But that’s the idea, is that we need both -- we need the user content, provided content, and we want the controlled vocabularies. 

 I got one more slide after this, but I wanted to say thanks first, and then we’ll do demos.  But the next slide is kind of like a lead-in to the demos.  So, of course I want to thank my group for allowing me to come here.  Jerome McGann -- kind of a rock star in 19th century literature space – is the professor I work for, you know, that’s what funds my paycheck, and it’s all through Mellon Foundation.  And Beth Novinski is our post-doc researcher that was the brains behind the design of Collex, both visually and conceptually.  Of course, Bess Sadler, Art Rhino, EIFL, and the Code for Lib channel.  And B. TECH is a bleeding edge technology group at the University of Virginia that’s just started kicking off.  We just had a great bar camp, local bar camp-type event where we had technologists from all over the area show up.  We had a great venue and we had this great bar camp gathering there.  They also are pushing through B. TECH Labs, which is a -- we have some kind of heavy duty virtual server where we can just bring up new virtual platforms on this server and have a playground, and that’s where Blacklight is currently hosted.  And we’re going to be doing some Collex stuff on that playground.  So we have this great group that’s pushing through these bleeding edge technologies and trying to get local playgrounds for us all to play in.  So they’ve been a big help in our efforts there.  

So of course we want open data.  I personally find the open library effort very intriguing.  Certainly that’s a good discussion point there, and their use of feedback and user contributed corrections and content there.  

Open source -- you know, show me the code. That’s what’s going to make our library system.  You know, we’re entrenched in having these vendors provide us these systems, but they’re not open.  I can’t even get the data out of our integrated library system without jumping through a million hoops, it’s just ridiculous.  Come on, it’s our data.  Give me the data, give me the source code, let me do what I want to do with the platform.  

Of course, agile user interface, there’s, now that we can see the data in its glorious detail and mistakes and all of the other nuances that are there, we need an agile user interface that can navigate this, okay.  We’ve just never been able to see the data to this degree before, and now that you’ve -- do you facet on author?  Now, that’s a tough one.  You can’t, there’s almost as many authors as there are books in the library, so how do you facet on that?  Well, of course you’ve got to have some kind of creative user interface.  I don’t have the answers to these problems, but these are problems that we’re facing now that we can get at the data very rapidly, and we can do some cool surfing of that data.  

And of course, one of the things in the Collex world that we’re trying to answer is, “You found it, that’s cool, but now what?”  You want to do something with what you’ve found, okay.  So, findability is not the end, using these objects and being creative and creating new things on top of that.  So that’s the end of the slideware, and now we’ll take a look at the actual running software.  

And I don’t know what the protocol is.  Do we open it up? Do we just want questions tossed while we’re doing this?  Or do we want me to do demos and then hold questions until the end?  I don’t know the protocol, but I’m happy with questions coming at me now, if that’s the way we want to do it.

Male Speaker:

Do you want to just [inaudible]?

Erik Hatcher:

Okay, are there any questions so far through the slides?  Okay.  Okay, first off, this is the initial Rossetti Archive search.  I called the application “RoSe,” Ro for Rossetti and Se for search.  So, let’s just refresh the page to make sure we’re still live, online here.  We’ll try a different one just to see if we’re -- looks like we’ve lost a little bit of -- Oh, there we go, so that one’s alive.  There we go, so it seems like we’re back here.  So this is where I searched for “Damozel,” and I had limited it to image records, which are pictorial images, and the search engine itself just shows the full query that you did here.  So I didn’t actually type in this particular thing, but that means limited to pictorial images.  We have more like this integration in here, and what that does is looks at this particular object, pulls out interesting terms, and that’s certainly up for debate what an interesting term is, but terms from various fields that we’ve identified to see where there are overlaps.  

So it just kind of picks some terms based on term frequencies and document frequencies and those types of numbers there.  And so this is basic search interface, but this is the first thing that I did, where we put in more like this.  And there’s even a debug mode where you can see the transparency through the relevancy ranking, so you can see exactly why that document ranked what it did.  So that’s the first thing that I did, and now over in NINES – let’s just make sure we’re good here.  This is where I’d like to talk about -- well, let’s just do a demo of this type of stuff.  So I can say I want Rossetti Archive materials that are poetry -- oh wait, I want ones that are Rossetti Archive that are not poetry.  So I’m going to flip that around and revert that constraint.  And let me just see what kind of -- so I can look and see what I get, AJAX Suggests there for the terms that are in the index.  

We’re not doing any stemming there, so you see “flower” and “flowers” there, and I can pick that one and add that as a full-text constraint.  And I just keep adding these things up.  I can say I want to save that as whatever I want to call it -- I’ll just call it my demo saved set there.  And so now I’ve got a saved search, and so I can send somebody a URL to that saved search.  Let’s see.  It actually is just dangling over here.  So this little quote here is a permalink that’s saved search, as long as you don’t delete that search, of course.  So I could share that, which is that complete, complex, saved constraint.  And this is where you can play cool set games, in that I’ve created more of a complex set, and now I can use it as a simple, simple one-name type-thing.  And I can add this back over here and see all of the constraints that I put inside of that guy.  And so I can see all genres in the system of objects that have been collected, my genres.  I can look at the archives themselves of objects that are out there, and of course we have a number of different archives.  

I think we’re up to -- it says in the footer here we have 22 sites within our domain here.  I can look at just the ones that I’ve collected here, so I’ve collected ones across all of these various archives.  I can navigate to this and see what objects I’ve collected from the Poetess Archive.  Of course, I can see all objects that have been collected from the Poetess Archive, or just mine.  And so that’s the faceted browse of the full-text search.  We’ve got, so we have Suggest interfaces for the phrase, also for the year, because we kind of punted on doing any kind of date visualization yet, but we do want to eventually put timeline-type stuff in there.  And I’ll show you some simile timeline integration in a moment, and within Blacklight.  We have a nice little Suggest here that actually shows you the different roles, and facets by the roles, so you know Dante Gabriel Rossetti was an author of so many, and translator and artist of various things.  Now I can’t facet down to these right now, but I can look at all of the objects that DGR worked on there and see which roles he played on all of those.  Now I can collect and just tag this as -- put whatever I want here, collect these objects.  

Now there is a slight lag in terms of getting these things updated in the user interfaces, as it sends it to Solr and refreshes caches and stuff like that, but there are, we will see these things up here, over here in not too long of a time, you know, in maybe a minute it will appear over there. And I have to go out to a different server.  Right now we’re just a prototype, we’re just kind of demoing.  We have a staging server where we put in test content as we go in there, and one of the things I can do is show you the Exhibit Builder.  And we’ll just hope that this thing’s all up and running here.  So I can say I want a new exhibit.  All right, so I can say I want -- and we’re starting to put in -- you know, you can license your content in certain ways.  And so we’re going to put Creative Commons content in there, create your exhibit.  And I didn’t develop this piece, but I’ll trust that it’s all gonna kind of work nicely as we see an image appear, here I hope.  All right, so I can drag this over here and it will add that to this annotated bibliography, and then I can see what it would look like if I published this thing, it’s going to look like this here.  

And we have some cool UI stuff in here, in terms of -- I can just inline edit annotations for these items and build up this annotated bibliography.  We also have an illustrated essay-type in here so you can format the template of what you’re publishing and type in, you know, longer essays and content that you’d like.  So that’s the Exhibit Builder part of this, and of course we’re trying to do as much within the browser with cool bleeding edge technologies, with AJAX and stuff like that.  So we’ll see my demo tag over here, and this content of what I tagged previously.  I can bulk collect everything on this page, select all and then collect in bulk.  So that’s Collex in a nutshell, you know, lots of faceted search, lots of full-text search, grab these objects, collect them, use them.  That’s the workflow, and so that’s where we’ve gotten with it thus far.  

And the idea, again, is to generalize this so that other people could use the Collex platform to build these types of things out.  Now of course, being, you know -- small amounts of resources that we have, we’re doing the best we can with what we’ve got.  So there is effort involved in generalizing, we’re starting to do that with our first external user of the Collex system.  He got some funding to do Celtic Gaelic-type stuff in there, and he just visited with us and we’ve been generalizing literally as we speak to clean this stuff up and get it, extract the 19th century NINES stuff away from the UI and where it’s been kind of hard coded in there, and generalize it so it could be used for other domains.  So that effort is in progress, and we’re in pretty good shape in that sense.  

Male Speaker:

The thumbnails that you’ve got here.  Are those [inaudible]?

Erik Hatcher:

They’re completely external URLs that we’re pouring into.  So the way that, that brings up a good point.  The way the data gets into this system, the contributors come to and we just built this out.  We have an administrative site here and you create an account here, and you upload content.  And when that content is uploaded we have a background job that picks it up, indexes it into our staging server.  And it gives you an error report of any, you know, genres that you put in that aren’t allowed and checks, cross-checks, all that kind of stuff, and lets you link into the staging server and see that content as it was uploaded and put in the system.  That upload RDF is how we’re doing it.  So they give us a small RDF snippet that tells us these genres and stuff.  It also can contain inline the full text, or it can link out to a URL full text that we would fetch.  

And part of that metadata is also the thumbnail image, and so they can track the status of their upload within this application here.  And when they’re satisfied with their content as it exists within the staging server and how it looks there, they can press the submit button in here.  And what that does is send an e-mail to our board, the NINES board, that says, “Okay, there’s some new content, take a look, and if you’re cool with that hit the approve button.”  And so you hit the approve button and all that does is just turn around, takes that same content and points it into our production server and reindexes it into the production space.  So we had that level of workflow and user contribution in there before.  Before we built this admin app, people were just e-mailing us zip files of RDF, XML files, and so we built this to let people manage that externally.  So there/s, that’s NINES and Collex and the Exhibit Builder, and the distillation of that became Blacklight -- well, Solr Flare -- and then Blacklight’s built on top of that Flare plug-in.  And so I can browse around and say I want to look at books and facet in all kinds of rich ways.  

These are all of the facets that you saw in that mapping file, all of these facets here, so format -- now, of course, there’s data clean-up that needs to be done, or some kind of normalization for user interface purposes, it doesn’t necessarily have to be that data itself gets changed, but in some way you want to map these types of things into better descriptions.  I’ve done that in a sense with language, so the language code is what’s in the actual data.  But I’ve mapped that to descriptions and, of course, there are some funky ones in there.  And I’ve done that with the musical instruments, and this is just amazing.  I showed Blacklight before the musical instrument stuff was done to our music librarian, I sat down with her and said, “Okay, here’s Blacklight.  Where does it fall short of what you need in terms of getting at this data?” and she said, “Well, it’s fantastic, it gets me most of the way there, but not quite.  There’s more to it than what you think.”  

And so she educated me on the music metadata that’s in there, the music instruments and the number of instruments is actually in there as well, the text of the track titles of songs and the musical scores and all that stuff is in the MARC records.  Of course it doesn’t actually say keyboard, piano in the metadata, there’s just a little code. So I had to find where that code was, extract it, and then map it to a display.  So you can drill into this stuff quite well.  You know, we don’t -- let’s get rid of the book facet here, and so I can see that there are 14,000 things with keyboard piano.  Even this is not good enough.  This is where kind of the implementation plan is going on.  The music library would like more custom-type interface so that you could, you know, multi-select multiple instruments and then instantly see where those things lie.  There’s all kinds of ways that we can take this data that we have now rapidly available and do interesting UI stuff with it, and do it in a way that allows you to search across everything within the catalog itself and across our digital library content and electronic text stuff, but also provide custom user interfaces when you start narrowing down into music space and things like that.  

So that’s where things are headed so that, you know, the niche libraries that have this rich metadata, but it doesn’t make sense to show, it doesn’t really make sense necessarily to show all of these musical instruments, there’s only 14,000 of these things out of 3.8 million.  So it’s a very small amount of data from the whole, but it’s a very rich amount of data for the people that are looking for it.  So, figuring out how to present this stuff is the challenge, of course.  Now, Solr gives you the ability to get at the stuff rapidly, and to do the set intersections and to get the facet counts and to do the full-text search, but now it’s up to us as users of the system to figure out what we want from here, okay?  This is a crude way to show it, and we can do better.  

Also we have some simile integration in there, simile is an MIT project that’s doing lowercase semantic Web technologies out there, and they’re trying to do cool visualizations.  There’s this project called, there’s this subproject of theirs called Exhibit, and what that is is it’s a lightweight,  faceted browser that’s just within the browser.  It doesn’t really scale to the types of numbers that we’re talking about, but it allows you to take a small amount of data and show it.  

Now, I just pumped the real, the raw data straight to it, and so that’s what we see here is all of the data, but over here are the facets.  And I’m only panning it, the first 20 or so items or whatever that are there, and so you can in browser facet on these things and narrow down.  And it’s a real time dynamic click in there.  So, that’s simile Exhibit.  Now, Exhibit also supports map integration and timeline integration, and can show you all of those things across.  I did a very simple timeline integration in here as well.  Timeline is kind of a draggable Google maps type of thing for time, so I’m just clicking and dragging and I didn’t really optimize this UI very well, but, you know, this is the first 20 or so books or objects that we just found in that search, plotted across time and allowing me to see where they lie.  So these are the types of things that we want to head towards, where you’re faceting in a more logical UI, you’re not just clicking on textural links, you’re selecting a region on a map or you’re dragging time and seeing where the objects lie across those selections.  So that’s basically the Solr stuff I’ve done, and where we’re at.

Female Speaker:

[Inaudible]?

Erik Hatcher:

Oh, absolutely.  So I mentioned that there’s the Smithsonian, and there’s several people here from there that did this implementation.  They’ve done several million or a million-plus objects here and faceted, and they’ve got, you know, massive amounts of facets just like we have in Blacklight across the library catalogue, and they’ve got very nice user interface, the faceted click behavior here.  They also -- and I haven’t really explored this user interface, but I know they’ve got some nice user interface here, and I guess the images are going to -- so you can also see my search history.  I looked at this the other day.  I really liked that, being able to track where you’ve gone with the searches.  Of course, in Collex you can save the searches, but you don’t get to see over time how you’ve done the searches, and this keeps track of that very nicely.  So I really like their nice UI, they’ve done, you know, some nice collapse stuff in there.  I guess you can -- yeah, you can change how you sort these types of things, of course.  

I know what sorting’s like, so that could’ve been heavy, but they actually did very well with that.  So, Smithsonian is going live with this, I guess, today.  So, wow, their first public view of their Solr-based catalogue, and you’re searching across multiple integrated library system content, you’re feeding it in from multiple ILS’s, that’s fantastic.  So -- and of course they’re faced with the same challenges that we all are in terms of the massive amounts of subject headings that are there.  What do you do about this stuff?  It’s a challenge that we're all in, it’s great that we have such an amazing amount of metadata to play with, but it’s a challenge in how to show it and what to do with it.  So, kudos to, you know, librarians and catalogers that have done this stuff.  Now that they can see it, now we’ve got the challenges on the other side, you know, they said “Here’s the data, now do something with it

[end of Webcast]


